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CHAPTER I

Introduction

1.1 Multiple Access Communication

In broadcast or multi-access communication networks, many mobile users (transmit-

ters) are connected to a single receiver through a common communication channel as de-

picted in Fig. 1.1. The channel here refers to the medium through which all transmitters

send their packets. Such a network can be found in a wireless local area network (LAN) and

satellite communications. To manage the access among users, a Medium Access Control

(MAC) protocol is required to ensure an efficient and fair sharing of the resources [1].

Figure 1.1: An Example of Multiple Access Access Communication System

MAC protocols can be broadly classified into fixed assignment, random assignment,

and reservation based protocols [1, 2]. The fixed assignment protocol which is also known

as collision free based protocol allows the mobile users to access the shared channel in a

predetermined way so that collision will never occurs. Examples of the fixed assignment

protocols include Time Division Multi Access (TDMA), Frequency Division Multiple Ac-
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cess (FDMA), and Code Division Multiple Access (CDMA) [1]. The random assignment or

contention based protocol allows the users to contend the channel in a random fashion. This

includes slotted Aloha, CSMA and splitting protocols [3–5]. In the reservation based MAC

protocol, users reserve the channel before transmitting data packet. The reservation can use

either collision-free or contention-based protocols. The existing reservation based protocols

are Reservation TDMA [13] and Reservation ALOHA [14].

In this thesis we focus on the random access protocols where all users have the same

right to access the channel by contention. This is also known as contention-based protocol.

Different from the fixed assignment, random access MAC protocol is prone to collisions such

that transmission of a packet is not guaranteed to be successful. A collision occurs when at

least two users contend for the channel at the same time due to the randomness in nature

of contention. In every collision, the collided packets completely loss their information so

that retransmission is required until they are successful for each of them. This results in

performance degradation of the system such as long delay and low throughput. A lot of

retransmission algorithms for random access protocols for minimizing further collisions and

hence improve the performance of random access communications have been proposed in

literatures.

This line of research began since a simple and elegant protocol called Aloha (Pure

Aloha) was introduced by Norman Abramson in the 1970s [7]. Slotted Aloha and frame

slotted Aloha came after as the improved model of the pure Aloha. Aloha protocols are

widely adapted in a lot of applications because of its simplicity. However, the analysis shows

that Aloha has stability problem [9, 30]. Since Aloha does not have real strategy to resolve

collision, repeated collision may occur. This will increase the number of collided packets. It

means that a very large number of packets are in the system yielding in high probability of

collision. This condition will eventually results in zero throughput and the system becomes

unstable.
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The instability problem of the Aloha protocols gave rise to researchers to develop

stable random multiple access algorithms such as Conflict Resolution Algorithm. Resolution

Algorithm (CRA) which we now consider has been studied in literatures as another class

of protocol for obtaining a stable random multiple access communication. Similar to other

MAC protocols [5,7,10,44], CRA defines a set of rules for users to transmit their new packets

after generated and retransmit packets upon collisions. However, CRA has a specific rules

for resolving collisions till all collided packets are eventually successfully retransmitted. To

achieve this condition, users in the system can use the channel history of the system from the

feedback information [30]. The details and historical review of CRAs will be given in the

next chapter.

1.2 Objective

The main goal of this research is to mathematically analyze and numerically compare

the performance of two important classes of random access MAC protocols, namely framed

slotted Aloha and tree algorithms with respect to the mean contention resolution interval

(CRI) lengths and the maximum stable throughput (MST) under different feedback informa-

tion, i.e. binary, ternary and multiplicities. It is also aimed to introduce a framework that

allows a systematic construction of a wide range of random access protocols based on the

combination of four fundamental mechanisms: i) splitting mechanism, ii) adaptive frame

size mechanism, iii) slot-skipping mechanism and iv) non-uniform access mechanism. This

framework not only serves as an effective means to classify various existing random access

protocols but also leads to the ease of new random access protocol designs. Comprehensive

investigations on most if not all well known random access protocols as well as newly de-

rived protocols are conducted to determine which protocols are most effective together with

their optimal parameter settings for different assumption of feedback information.
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1.3 Organization

In this thesis we analyze the delay so called Mean Collision Resolution Interval (CRI)

length of framed slotted Aloha and the tree collision resolution under the assumption of

binary, ternary and known multiplicity feedback.

In Chapter 2, we present an overview of medium access controls (MAC) protocols for

random multiple access communication system. Two conventional random access protocol

i.e. Aloha based and tree algorithm are discussed. We also present the common assumption

in the study of random access protocols such as slotted system, types of feedback informa-

tion, and channel access algorithm for the newly generated packet.

In chapter 3, we focus on the mean CRI length of the framed slotted Aloha. With three

different types of feedback, we will combine and deploy the two fundamental mechanisms

namely slot-skipping and adaptive frame size to the framed slotted Aloha. Mathematical

model of the mean CRI length of framed slotted Aloha with the proposed variations are

expressed in recursive formula.

In chapter 4, With the focus on known multiplicity feedback, we develop an adaptive

and slot skipping tree collision resolution algorithms. Here, all the four aforementioned basic

mechanisms are applied. For the analysis, we are interested in two performance metrics;

mean CRI length and maximum stable throughput.

In chapter 5, conclusions are drawn based on theoretical analysis and simulation results

and recommendations for future work are also presented.

1.4 Contributions

This thesis proposes a framework for systematic study of random access protocols,

based on framed slotted Aloha and tree algorithms. This framework enables us to understand

deeply into how well each random access protocol performs and identify the key mechanisms

that can resolve collisions in the most effective manner.



5

Through mathematical analysis, all known random access as well as newly proposed

protocols are investigated extensively in terms of the mean contention resolution interval

(CRI) lengths and the maximum stable throughput (MST) under different feedback informa-

tion, i.e. binary, ternary and known multiplicity.

We present an insight understanding for the first time that two very different classes of

random access protocols, namely framed slotted Aloha and tree algorithms, can be related;

that is the framed slotted Aloha can be made exactly identical to the tree algorithms by simply

introducing the splitting mechanism. This finding means that any new additional features

that can be or have been applied to the tree algorithms can also be used in the framed slotted

Aloha protocols, implying that a wide range of random access protocols can be derived with

ease.

Numerical results show that our proposed random access protocols with known multi-

plicity feedback, especially when all four fundamental mechanisms: i) splitting mechanism,

ii) adaptive frame size mechanism, iii) slot-skipping mechanism and iv) non-uniform ac-

cess mechanism are employed, are found most effective to date. The maximum achievable

throughput is 0.533.



CHAPTER II

Random Multiple Access Protocols

The random multiple access protocol is also known as the contention based protocol

where users in the system need to contend each other to seize the channel for packet trans-

mission. Users generate packets independently and contend the channel in random manner.

Moreover, there is no coordination and negotioation between the users to manage who and

when to transmit the packet. These make contention based access prone to conflict so called

collision i.e when at least two packets are sent at the same time. The collided packets are

needed to retransmitted until the get successful transmission. A contention based is then

defined to manage the access and minimize resolve the conflicts.

The random multiple access protocol can be classified into two categories namely colli-

sion avoidance and collision resolution protocols [6]. Aloha and carrier sensing are example

of collision avoidance. Aloha allows the packet to be transmitted as soon as it generated. If

a collision occur, the collided packets will be transmitted in the random time later to avoid

further collisions. Different from Aloha, carier sensing multiple access (CSMA) which is

also known as ”listen before talk” has sensing feature i.e. users sense the channel before

transmitting the packet to avoid collision. On the other hand, the collision resolution algo-

rithms (CRA) resolves acollision by deviding a collision into smaller group recursively until

all the colided users get succesful transmission. Review of these access protocol is presented

in the sequel.

2.1 Pure Aloha

ALOHA or Pure ALOHA is considered as the most conventional medium access con-

trol protocol that is proposed by Norman Abramson and his colleagues at the University
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of Hawaii. It aimed to interconnect a central computer at the university main campus near

Honolulu to remote consoles at colleges and research institutes on several islands using UHF

radio communications [7]. Two 100 kHz channels at 407.350 MHz and 413.475 MHz are

assigned for transmission in each direction, each operating at a bit rate of 24,000 baud. In

the ALOHA system, information is transmitted in the form of packets, and all packets are

of fixed length, i.e. 88 bytes (8 bytes for header and 80 bytes for data). Therefore, the

packet transmission time is about 29 msec and this time becomes 34 msec when information

for receiver synchronization is included. The basic idea of the Pure ALOHA protocol is

simple, but elegant: each user is allowed to send its packet whenever it has a packet ready

for transmission. Since a common channel is shared among user, collision between packets

from different users will result when they are sent at nearly the same time. Fig.2.1 shows

an example of packet transmissions and possible collisions of four users contending for the

same channel. Those packets that are overlapped in time are collided and destroyed. In

this example, only two packet transmissions are successful, and the rest of them need to be

retransmitted.

Figure 2.1: Packet transmissions in a Pure ALOHA system.

After a packet transmission, the sending user waits for an acknowledgement from the

receiver to indicate successful transmission of the packet. However, if no acknowledgement

is returned within a time-out period, the sending user assumes that the packet is destroyed

and starts a retransmission procedure. In principle, the time-out period must be set at least

equal to the maximum possible round trip delay between two most widely separated users to
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ensure correct functioning of the protocol. Obviously, if the colliding users try to retransmit

their packets immediately, they will collide again. Therefore, each user is required to wait

for a random amount of time, called back-off time, before resending the packet. This random

back-off mechanism is intended to keep multiple users from trying to transmit at the same

time again which helps reduce probability of collisions. The back-off time is randomly cho-

sen from the range [0,2k −1] multiplied by the maximum propagation delay (or alternatively

the packet transmission time), where k is the number of previous unsuccessful transmission

attempts. This means that the mean value of back-off time is doubled each time the packet

is retransmitted. This retransmission is repeated until either the packet is acknowledged or a

predetermined number of retransmissions, typically set as 15 attempts, is exceeded.

To see how well such a simple protocol will perform, a throughput analysis for the Pure

ALOHA protocol is carried out with the following basic assumptions. There is an infinite

number of users that are generating new packets according to a Poisson process with an

average of S packets per packet transmission time. All packets are of equal length and the

packet transmission time is T seconds. Packets that fail to reach the intended receivers due to

collisions are retransmitted. Since retransmitted packets are vulnerable to collisions too, they

will also require retransmission again if not successful. Let us defineG as the average number

of packets both new and retransmitted combined per packet transmission time. Obviously, G

is always greater than or equal to S . It is further assumed that generations of these combined

packets during one packet transmission time also follows Poisson distribution. The ratio of

S to G is essentially the probability of a successful packet, that is

Fig.2.2 shows the vulnerable time of a shaded packet, which starts its transmission at

time t and finishes at t +T . This shaded packet is successfully transmitted, as long as no

other packet is transmitted during the interval t − T to t + T , so-called vulnerable period.

If another packet begins a transmission within the interval t −T to t, such as packet B, the

end of this packet will collide with the start of the shaded packet. If another packet begins a
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Figure 2.2: Vulnerable time for Pure ALOHA .

transmission within the interval t to t+T , such as packet A, the start of this packet will collide

with the end of the shaded packet. Based on this observation, it is clear that the shaded packet

has a vulnerable period of 2T , in which if no other packet starts any packet transmission, no

collision will occur and the shaded packet will reach the receiver successfully. Therefore,

the probability of a successful packet (Ps) in Pure ALOHA is equal to the probability of

no generation of packet within 2T second. Since the probability of k packets are generated

within 2 times the packet transmission time according to the Poisson distribution is given by:

Pr[k] =
(2G)ke−2G

k!
(2.1)

the probability of no packet generated is

Pr[k = 0] = e−2G (2.2)

By combining Equations 2.2 and 2.2, we get

S = Ge−2G (2.3)

This relation between G which represents the total offered traffic on the channel and which

represents the throughput of the Pure ALOHA system is plotted in Fig.2.3. It shows that

initially at low traffic load throughput increases with increasing offered traffic up to a maxi-

mum of 1/2e = 0.184. occurring at a value of G = 0.5. A further increase of traffic leads to a
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higher collision probability due to more intense contention, causing a reduction of through-

put.

Figure 2.3: Throughput versus offered traffic for Pure and Slotted ALOHA.

2.2 Slotted Aloha

In 1972, a simple modification of Pure ALOHA is introduced to improve the perfor-

mance by introducing slotted system namely the time is devided into slots [8]. This mod-

ification is known as slotted Aloha. The following assumptions are the difference between

pure Aloha and slotted Aloha [5]:

• Slotted system

The length of the slots is equal to the transmission time of data packet. If the user has

a packet ready to send, it must wait until the beginning of the next time slot to transmit

the packet. When the synchronization is assumed to be perfect, this will finish at the

end of the same slot.

• Packet Size

In idealized slot system, it is assumed that the packet size is equal for all transmitters

and it needs one slot to transmit each packet.

• Channel type
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The channel which refers to the medium through which all transmitters send their

packets including feedback is assumed to be errorless channel. This means that the

packet correctly received if the channel slot contains exactly one packet otherwise it is

detected as collision.

• Immediate feedback

The state of the channel is assumed to be broadcasted by the base user to all users at

the end of each slot as feedback information which specifies the condition of slot as

one of these following possibilities:

– Idle; when no packet was transmitted

– Success; when exactly one packet occuppied the slot.

– Collision; when more than one packet were transmitted in the slot. This result

packer error reception where that the collided packets are received incorrectly

such that retransmission is needed.

When a user has packet ready to transmit, it will wait for the next slot for transmision.

In case of collision, each user involved retransmits its packet in each subsequent slot with

probability p until success. Since a packet transmission is confined within the slot bound-

ary, the collided packets will overlap completely. This means that the vulnerable period for

Slotted ALOHA is reduced by half compared to Pure ALOHA. Fig. 2.4 shows an example

of packet transmissions and possible collisions in the Slotted ALOHA system. Notice that

most packets are generated during a slot interval, and they are kept waiting until the start of

the next slot before transmitted. Indeed, the traffic pattern is deliberately selected to be the

same as in Fig. 2.1 for comparison purpose with Pure ALOHA. Slotted ALOHA appears to

reduce collision in this example; only two packets are collided compared to four in case of

Pure ALOHA.
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Since the throughput of Slotted ALOHA can be analyzed in the same way as Pure

ALOHA except that the vulnerable period is now equal to the packet transmission time, the

probability of no other packet is sent in the same slot is

Pr[k = 0] = e−G (2.4)

and thus the relation between throughput and offered traffic for Slotted ALOHA can be

obtained as

S = Ge−G (2.5)

Figure 2.4: Packet transmissions in a Slotted ALOHA system.

Under the assumption of Poisson traffic, some analysis shows that the introduction

of slotted system will improve the performance of the pure Aloha namely the maximum

throughput of Slotted ALOHA. Fig. 2.3 illustrates the comparison of throughput perfor-

mance of Pure and Slotted ALOHA. The maximum throughput of Slotted ALOHA is 1/2e=

0.368, which occurs at G = 1; this is doubled of that of Pure ALOHA. As we can see, the

efficiency of Pure ALOHA can be improved by the introduced time slot structure. However,

time synchronization is required to align stations to the slot structure. One possible solution

is to have a central station send a kind of clock signal at a regular interval.

Both Pure and Slotted ALOHA have advantageous features. First, they are highly

decentralized and quite simple to implement, especially Pure ALOHA. Second, when there is

only one active user, the user can continuously transmit its packets at the maximum channel
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capacity. These two key features make the ALOHA system particularly useful for large

population of users each with light and burst traffic demand. However, due to their simplicity

of operation, ALOHA makes inefficient use of channel capacity and is low in throughput

performance.

2.2.1 Slotted Aloha with Finite Number of Users

Previously, the throughput Aloha is analyzed under the assumption of Poisson traffic

which means that the number of users is infinite. However, real implementation allows the

network to have a finite finite number of users. This make the assumption of Poisson traffic

is not applicable. In [11,12], the performance of slotted Aloha with finite number of users is

analyzed. It is considered that the slotted Aloha is applied in the system which consist of M

number of users, where M is finite. Every users has a single buffer, meaning that users are

allowed to have at most one packet. Each user can be in the state ”thinking’ or ”backlogged”.

When users have no packet for transmission, they are in the state of ”thinking”. In each slot,

they are allowed to generate a new data packet with probability σ and send the packet in

the next slot. If the packet transmission is succesfull, the status of a user does not change

meaning that the user is allowed to generate a new packet. However, a thinking user can

be backlogged user if the transmitted packet collides. This requires the backlogged user to

retransmit the collided packet in the future slots with probability v. This backlogged users

are also not alllowed to generate a new packet until the status changes into thinking.

Let N(t) denote the number of backlogged users in the beginning of slot t. This can

also be used to represent the state of the system. Since N(t +1) depends on N and the state

of the users can change from one slot to another slot, a finite Markov chain can be used

to model the state transition of the system which represents the changing of the number of

backlogged users as depicted in the Fig. 2.5

For the analysis, let first define πi as the steady-state probability of the system being in

state i, and pi j to be the transition probability from state i to state j which can be obtained
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Figure 2.5: Markov model representing the number of backlogged users for slotted Aloha
with finite number of users.

by the following expressions [4, 12]:

pi j =



0, j < i−1

[iv(1− v)i−1](1−σ)M−i, j = i−1

[1− iv(1− v)i−1](1−σ)M−i +[(M− i)σ(1−σ)M−i−1](1− v)i, j = 1

[(M− i)σ(1−σ)M−i−1][1− (1− v)i], j = 1+1(
M− i
j− i

)
σ j−i(1−σ)M− j, j > i+1

(2.6)

To obtain the steady-state probability, it is necessary to solve the following finite set of linear

equations

π = πP (2.7)
M

∑
i=1

πi = 1 (2.8)

where P and π is a matrix and a row vector with pi j and πi as their elements, respectively.

Having found the vector π , the values of πi can be used for the throughput analysis. Fuda-

mentally, throughput denoted by S is defined as the expected number of success slots. This

is equal to the probability of successful transmission in a slot, i.e. S = Psuccess. For the sys-

tem described previously whwre users can be either thinking or backlogged. a success slot

occurs when there is exactly one packet transmitted by either a thinking or backlogged user.

It means that if the one thinking user send a packet, none of the backlogged users sending a

packet or if one of the backlogged user sends a packet, none of the thinking users sending a

packet For a given i backlogged users from the total M users, the probability of success can
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be obtained by:

Psuccess(i) =

(
M− i

1

)
σ(1−σ)M−i−1(1− v)+

(
i
1

)
v(1− v)i−1(1−σ)M−i (2.9)

= (M− i)σ(1−σ)M−i−1(1− v)+(i)v(1− v)i−1(1−σ)M−i

Therefore, the throughput is

S =
M

∑
i=0

Psuccess(i)πi (2.10)

For the case when, there is no difference in the trasmission probability of the thinking

user and thinking user, i.e. σ = v. Therefore, the probability of success in 2.2.1 is reduced to

Psuccess(i) = Mσ(1−σ)M−1 (2.11)

It is shown that P is no longer function of i. Then the expresion of the throughput becomes:

S =
M
∑

i=0
Psuccess(i)πi (2.12)

= Psuccess(i)
M
∑

i=0
πi

= Mσ(1−σ)M−1

With no differentiation between the transmission probability of the thinking and back-

logged users, it is clear that in every slot, each of the M users will transmit a packet with

probability σ . The average number of packets transnmitted in each slot which is denoted

by G is equal to Mσ . By substituting this value into (2.2.1), the system throughput, S, is

reduced to

S = S
[

1− G
M

]M−1

(2.13)

When we bring this to the assupmtion of infinite number of users i.e M → ∞. The
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throughput equation in 2.2.1 will be exactly equal to throughput of slotted aloha with finite

number of users as in the equation (2.2). It is suggested that σ must be set to be much less

than v to maintain the system for offering the network load.

2.3 Framed Slotted Aloha

Another variation of Aloha protocol is the framed slotted Aloha (FSA) which divised

from the slotted Aloha. A frame structure is introduced where a number of slots are always

grouped in a frame [11,15,16]. This firstly proposed together with the analysis of the slotted

Aloha with finite number of users discussed in the previous section. The mechanism of the

frame slotted Aloha is also called as the uniform retransmission randomization scheme since

the frame is used for the retansmission of the collided packet. Morover, the collided users

choose a slot in the frame with uniform probability. The size of the frame can either be

constant (basic framed slotted Aloha) or dynamic (dynamic frame slotted Aloha) [15–21] .

This frame structure is proposed for imposing a constraint on retransmission probability by

allowing the user to choose one slot for packet retransmission that is useful in maintaining

stability. The frame structure may initiated when a collision occurs or it is possible that the

frame is applied for the whole system.

The operation of the framed slotted Aloha is explained as follows. Denoted that the

frame size is K slots. If there is a collision involving a number of users, each user randomly

and independently chooses a single slot within the frame to transmit its packet with probabil-

ity 1/K. Therefore, the transmission of the corresponding colided packet occurs in the slots

within the frame. The feedback will return at the end of the frame. If they still experience

collisions, they will transmit again in the next frames until their packets are successfully re-

transmitted. This is the feature of the framed slotted Aloha which makes it different from the

original slotted Aloha where the retransmission is in the future slots without any boundary.

Fig. 2.6 illustrates the operation of the frame slotted Aloha with K = 3 where 5 users
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( A, B, C, D, E) collide in Slot 1. It is assummed that there is no new packet comming

before this group of users succeed to transmit their packets. The 5 users then transmit in

the three consecutive slots in frame 1 at random. Suppose that no user transmit in Slot 2

and 3. Surely, all the collided users transmit in the last slot in this frame which is Slot 4. A

new contention frame then starts where user A, D, and E experience a new collision in Slot

5, while B and C get successfully transmit their packet in Slot 6 and 7, consecutively. The

resolution continues for resolving the collision involving user A, D and E in a new available

frame. User D transmits in Slot 8, Slot 9 is empty and a collision occurs in Slot 10 with user

A and E involve in it. These two users then again have to choose one slot in the next frame

for their packet transmission. Finally, the collision is resolved where user A and E succeed in

Slot 11 and 12. Slot 13 remains idle since all users have succeeded to transmit their packets.

Figure 2.6: Contention resolution in Slotted ALOHA system.

The stability of the framed slotted Aloha with finite number of users can always be

maintained when frame size is set into sufficiently large value [11]. This is basically the

same nechanisme for the case of original slotted Aloha since the setting of large K has the

meaning that the probability of transmission is set to be small which may be smaller than the

newly packet geneartion. When K is infinity and the packet retasmission is Poisson traffic,

this then will result a system wich is identical to the original slotted Aloha.

2.4 Carrier Sense Multiple Access (CSMA)

Pure ALOHA has a shortcoming in that a user still transmits its packet even if the

channel is already occupied by another user. Such collisions can be avoided, if only the

sending user senses the channel before using it. This led to the development of an important
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class of MAC protocols called Carrier Sense Multiple Access (CSMA). A user that wishes to

send a packet is required to sense if the channel is busy or idle first. If the channel is sensed

busy, the user must wait until the channel becomes idle again before making any transmis-

sion. Such a listen before talk strategy helps reduce unnecessary packet collisions, thereby

increasing channel efficiency. Fig. 2.7 shows an example of possible packet transmissions in

a CSMA system for the same traffic situation as in Fig. 2.4 of Pure ALOHA. As we can see,

each packet waits until the channel becomes idle before transmission and in this particular

example, no collisions occur at all; all packets are successfully transmitted.

Figure 2.7: Packet transmissions in a CSMA protocol.

2.5 Collision Resolution Algorithm

As aforementioned, the idea of Collision Resolution Algorithm (CRA) is to provide

a stable random access protocol since the Slotted Aloha faces the instability problem. By

exploiting the feedback information in more sophisticated manner, CRAs aim to resolve

collision in more efficient way such that every packet is eventually successfully transmitted

with finite delay [4]. The main property of this algorithm is that after a collision, only

the users which involve in this particular collision are entitled to contend the channel for

retransmission. In addition to that, the other users have to wait for their packet retransmission

until the current collision resolved. This approach is also known as splitting algorithm since

the basic idea of this algorithm is to resolve collisions by splitting the collided users into

smaller subgroup recursively. This algorithm always resolves the first encountered collision
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completely before starting to resolve the subsequent collisions. The CRA starts when two or

more users sent their packet at once and collide. The colliding user are divided into smaller

groups which commonly have low probability of collision since these new groups contain

lower number of users than that of the initial collision. If further collisions occur, further

subdivisions are repeated until result in successful transmission for all users.

The collision resolution protocol was first developed based on binary tree search by

Capetanakis [23] and it is known as tree algorithm. Independently, Tsybakov and Mikhailov

[24] proposed a protocol so called stack algorithm where a concept that is similiar to the tree

algorithm is implemented in a virtual stack system. Resolving collision based on the time

arrival of the packets, Gallager [25] described a protocol with the same fashion as in tree or

stack algorithm which is also known as First Come First Serve (FCFS) algorithm.

In MAC protocols including Collision resolution algorithms, one must define the rules

for transmission of new packets after their generation and re-transmission of the backlogged

packets upon collisions. Before discussing further details of the development and classifica-

tion of collision resolution protocols, it is important to have knowledge regarding the rules

of collision resolution algorithm. There are some issues that normally considered in the

splitting collision resolution protocols such as Channel Access Algorithm (CAA), Feedback

information, User population, Active user model [4,6]. Each of these issues will be discussed

in the sequel.

1. Channel Access Algorithm (CAA)

In general, CRA is defined as a specific part of protocol for resolving collision al-

gorithmically after it arises [31]. Another part of collision resolution protocol is that

CAA which determines a rule on the first transmission of new generated packets from

the transmitters. Combination of these two algorithms will form a random multi ac-

cess protocol as a whole. To handle the newly generated packets, CAA in collision

resolution protocols can be classified as[Mathys85,Markowski97]:
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• Blocked Access

Blocked access protocols do not allow a new generated packet to join the current

CRA before users in the initial collision are all resolved. There are two mecha-

nisms of Blocked access protocols:

– Obvious blocked access

After a collision occurs, a CRI starts for resolving the backlogged packets.

All users with new generated packets (if so) are blocked to access the chan-

nel and do not have right for transmission. The new packets will be stored

in a buffer considered as waiting packets. Once the CRI complete, these

buffered packets will immediately be transmitted in the first slot of the next

CRI. This obvious blocked access is also called as gated access since the

channel is gated during CRI and will be opened at the end of CRI. Obvious

blocked access splitting algorithm refers to the the tree algorithm which first

suggested by Capetanakis and Tsybakov and Mikhailov [23, 28–30, 46, 47].

– Non obvious blocked access

In the non obvious blocked access, newly generated packet may join to the

in progress collision resolution process with specific rules. The enable pack-

ets for transmission is determined based on their arrival time. The algorithm

defines an enable interval time and allows the packets generated in this pe-

riod to be transmitted while other packets including the new arrivals have to

wait. If collision occurs, the CRA commences. The length of the enable in-

tervals is varying; it will be shrunken for every collision and will be widened

if feedback is either idle or success. Lengthening the enable arrival may al-

low a new packet to be transmitted before all collided packets solved. This

feature is the reason for the name of non obvious blocked access. Changes

in the length of the enable intervals can be viewed as a window such that it
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is also called as window access.

• Free Access

Different from the blocked access, free access protocols allow users with new ar-

rival packets to directly participate to the in progress collision resolution process.

A packet will be transmitted in the right next slot after its generation. The CRA

with free access is first presented by Tsybakov [32] which is easily interpreted in

the form of stack and hence the Tsybakov model is also called as stack algorithm.

Based on the above explanations, each of these CCA has its own feature. The main

feature of blocked access algorithm are: the backlogged packets have higher priority to

be resolved and all users in the system with or without packet ready to be transmitted

are required to monitor the channel condition. On the other hand, users are not required

need to monitor the channel at all time in the free access mode. Only users with

backlogged packets are needed to monitor the channel for the retransmission packets

until their packet are successfully transmitted.

Figure 2.8: Tree Algorithm with Blocked Access

Figure 2.9: Tree Algorithm with Free Access
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2. Feedback Information

Transmission of a packet in the random multiple access system may not be unsuc-

cessful due to collisions. To ensure the results of their transmission, channel feedback

which contains the channel condition after a transmission is sent to all users by the

base station. The channel condition includes:

• Successful transmission if there was exactly one packet in the slot

• Idle if no packet was transmitted

• Error due to collision if at least two users were transmitted simultaneously in a

slot.

This feedback can be then exploited to form the access protocol and further be uti-

lized by all users to minimize or avoid further collisions in the next transmissions. The

CRAs is kind of random access protocol which relies on the feedback information and

hence feedback plays important role in designing a CRA. Here, different feedback in-

formation will be presented and classified based on its content and time to return to the

users. By exploiting different feedback, different strategies can be exploited to form

an effective protocol. The followings are the classification of feedback information

based on its content [34, 38]:

(a) Binary feedback [4, 8, 23, 25, 28, 29, 36]

This feedback can be interpreted in three types of channel feedback. It may

contain information for the transmitters whether collision or no-collision (C/NC)

occurs in the channel. Something or nothing (S/N) is also an interpretation of

binary feedback which informs the transmitters that the channel was empty or

there is packet transmission in the channel. The last type of binary feedback

may contain the information of successful or failure packet transmission which

is normally given by success or failure (S/F) feedback.
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(b) Ternary feedback [3, 30, 31, 45, 49]

Ternary feedback allows transmitters to clearly distinguish three conditions of

the channel i.e. idle (0), or success (S), or collision among transmitters occurs

(C).

(c) Known Multiplicity Feedback [?, 37, 40–43, 50–54]

This feedback is also called as (N+1)-ary feedback [39]where the system can dis-

tinguish N+1 different conditions of the channel. Known multiplicity feedback

is basically ternary feedback which can distinguish idle, success and collision,

however, in case of collision, this feedback provides the information of multi-

plicity number or the exact number of users involved in this particular collision.

By detecting the energy of the received packets from the channel, the receiver

can determine the number of packets on it. This type of feedback is assumed in

some earlier studies by [37], [40], [42].

Based on the time of its return, feedback information can be classified into immediate

and late feedback. Immediate feedback means that transmission outcome is available

at the end of each slot by ignoring the round trip propagation delay. On the other hand,

when propagation delay is taken into account, feedback needs more slots to reach at

the transmitter side. Since feedback in this environment cannot arrive at the end of

each slot, this feedback is categorized as late or delayed feedback.

3. Packet Generation Model

Users become active when they generate packet ready for transmission. In slotted

system channel, a packet can be sent in the next slot after its generation. In finite or

infinite population, the arrival of packet joining the channel contention can be modeled

as Poisson and finite user models as using the same assumption i.e. Poisson arrival.

The packets are generated according to a Poisson process with a mean arrival rate (over
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all users) of λ for which the inter-arrival times are independent and exponentially dis-

tributed. In this condition, it is possible that one user can generate many packets while

another user may do not have any packet to be transmitted. In order to simplify the

model, users are allowed to have at most two packets [28] which cannot involve in the

same CRI. It means that if one packet is sent and the result is collision, the other packet

cannot be transmitted until successful transmission of the first packet is achieved. This

imply that users have buffer which can store one packet before transmitted.

4. Addressing Scheme

Since partition of collided users is the main concern in the splitting algorithm, it is

important to define a mechanism for the users to join a subgroup after collisions. This

mechanism is referred to as addressing scheme [6, 28] which is classified into deter-

ministic and random addressing.

• Deterministic addressing

In deterministic addressing, the system has already assigned addresses for every

user after each collision. Hence, all users in the network have their own unique

address to where they will join group after collision occurs. Since the address

is unique, it ensures eventual successful transmission for all users related to the

collision. In a system with infinite population, there will be an infinite addresses

to be assigned to each users. Capetanakis in [28] mentioned that deterministic

addressing performs somewhat better over the random addressing for system with

finite population.

• Random addressing

The sub-grouping of collided user is made on the basis of a random process. In

this random addressing, system has already have a fixed number of subgroup

for users to choose from. Whenever collision occurs, all collided users join the
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subgroup by choosing the available subgroup independently with either equal or

different probability. A collision is resolved if only if all users already have their

own subgroup.

• Arrival time based addressing

Arrival time based addressing is used in first come first serve collision resolution

algorithm. Every packet has its own time stamp indicating the time when it is

arrive to the system. The protocol will determine a time interval in which all

packets arrive in this interval are eligible to be sent. If there is more than one

packet lay in this interval, it means that collision occurs. Subdivision of the

collided packets is done by shrunken the time interval until to an interval where

only one packet arrive. This addressing scheme, allows the users to transmit their

packet if their packet arrival time is in in the enable arrival defined by the system.

In order to have better understanding of splitting protocol, we shall now present some

variation of splitting protocols which adopt the aforementioned issues.

2.5.1 Basic Binary Tree Algorithm

Basic tree algorithm usually refers to the tree algorithm which is originally devel-

oped by Capetanakis. As aforementioned, stability is achieved by further dividing a group

of collided users into small groups until the collision resolved. The basic tree algorithm

can achieve maximum stable throughput of 0.347 [23, 28] by exploiting binary feedback

type which provides information of ”collision” or ”no collision” (C/ NC) in the slot chan-

nel . Originally, basic tree algorithm applies deterministic addressing and follows serial tree

searching where two slots are used to retransmit the collided packets successively. The de-

terministic addressing is represented by binary number (’0’ for first group and ’1’ for second

group). Since every collision will result in always two new branches of tree, it is also called

as static tree algorithm.
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The procedure of resolution of the contentions between users is described as follows.

The set of active users for contention are modeled by the assumption of the Poisson arrival.

If a collision occurs, the mechanism of packet retransmission commences or in other words,

the Collision Resolution Interval (CRI) starts. The users involve in this initial collision will

be split into two based on their determined address. Set of users in the first subgroup will

retransmit their packet in the next slot. Consecutively, users in the second subgroups send

their retransmitted packet in the second slot after the collision. If the both subgroups contain

more than one user, new collisions occur. The first subgroup will split again into another two

subgroups and the algorithm continues in the same fashion as before. Meanwhile, users in the

second subgroup have to defer their transmission until the contention in the first subgroups

has all been resolved. The Capetanakis splitting process can be represented in the form

of a tree which reflects to its name where two new branches will be generated by each

collision [23, 28].

The example in Fig. 2.10 considers a finite population with 8 users(A, B, C, . . . , G) in

the network. The binary addresses of the users and the collusion resolution in the slot axis

are given in Fig.2.10(a) and Fig.2.10(b), respectively. Supposed there are 6 out of 8 users

(A, C, D, E, F, H) collide in a particular slot. The CRA then starts as follows:

• The users in the initial collision are divided into two subgroups according to their

defined addresses. A, C, and D are in the first group and have right to send their packet

in the next slot (slot 2), while E, F, and H which are in the second group are entitled to

transmit their packet in the successive slot (slot 3).

• Since collision occur in both slots, A, C, and D are again split into two subgroups and

transmit their packet consecutively in slot 4 and 5. Meanwhile, E, F, and H have to

wait until A, C and D succeed. A succeeds in slot 4, whereas C and D collide again in

slot 5.
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• C and D are further divided resulting in successful transmissions in slot 6 and 7.

• CRA then moves to the group of E, F and H. Splitting process results in collision (E,F)

in slot 8 and successful transmission of G in slot 9.

• Eventually, E and F succeed after divided into slot 10 and 11. In this example, the

CRA needs 11 to resolve collision among 6 active users.

Figure 2.10: Serial Tree 6 active users involve in collision

In his work, Capetanakis also suggested other approach of basic tree algorithm by de-

ploying random addressing scheme and using parallel tree traversal or breadth first search

(BFS) tree. As in the serial tree search, the packets in every collision are retransmitted in

two consecutive slots. However, the different from the serial tree is that users in the second

group are not needed to wait until all users the first subgroup resolved. Instead, the second

subgroup can retransmit their packet in the two consecutive slots. The tree algorithm with

depth first search (DFS) is another form of collision resolution algorithm which is commonly

adopted by researchers nowadays. In every collision, collided users are offered two slots for

their retransmission as in the Capetanakis’s model. However, the two slots are not paired.

Since the feedback is assumed to arrive at the end of slots, the collided users in the first sub-

group can directly be subdivided again and transmit in the next slot until all users succeed
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Table 2.1: Addressing

User Address

A 000

B 001

C 010

D 011

E 100

F 101

G 110

H 111

I 111

and then followed by the second group of the initial slot. The iterative algorithm of this DFS

tree branching with random addressing proceeds by the following procedures:

1. All users in the collision collision are randomly divided in two subgroups with proba-

bility p for the first group and 1-p for joining the second group.

2. Let a set of users decide to join in the first group. This set of users immediately

retransmits their packet in the first slot after the initial collision, while the set of users

in the second group becomes inactive and eligible to send their packet in the one slot

after.

3. If there is no user the current group, the current slot is idle or if there is one user trans-

mit in the current slot, the transmission will be successful. The collision resolution

then moves to the next group and repeat step 3

4. Otherwise, there will be more than one transmitting user. Collision will occur and the

splitting process will repeat (i) in the next slot until all the users in the initial collision
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succeed to transmit their packet.

The tree representation of BFS with random addressing is depicted in Fig.2.11. In this

example, it needs 15 slots to resolve the contention between 6 users in the initial collision.

Figure 2.11: Basic DSF tree algorithm with random addressing scheme

The DFS tree algorithm is actually the proposed by Tsybakov and Mikhailov from

Russia. They represent the idea of collision resolution algorithm concept in the form of stack

such that the CRA of Tsybakov and Mikhailov is usually called as stack algorithm [32, 33].

Fig.2.12 depicts the stack representation of the example in the DSF tree algorithm according

the following rules:

1. Users are not allowed to send their newly generated packet during the collision reso-

lution time.

2. Only users in the stack level 0 are allowed to access the channel.

3. A collision occurs if at least two users in stack level 0. The collided users then flip a

coin” 0,1” implying the following decision:
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• users who choose ”0” will access the channel in the next time slot.

• users who choose ”1” will set their stack level to 1.

• the stack level of all other users will be incremented.

4. Otherwise, if no collision occurs, all users decrease their counter by 1

2.5.2 Dynamic Tree Algorithm

Beside the basic tree algorithm, Capetanakis in [23, 28] also designed the dynamic

tree algorithm to minimize the expected access delay the basic tree algorithm based on the

traffic in the previous CRI. The idea rose by considering the fact that there will be many

users waiting during a CRI in the blocked access scheme. Since the algorithm allows all the

waiting users to transmit their packet in the first slot of after the current CRI ends, collision

which involves many users will most probably occur. Instead of just allowing them to access

that first slot and resulting a collision which only wasting a slot, this step is skipped and

directly spilt them into 2K slots. Collision resolution then continues with the same rules of

the binary tree algorithm as previously described. The term of dynamic is used since K may

vary from one CRI to other CRIs depending on the traffic condition in the previous CRI.

In so doing, the first slot after every CRI is not wasted and the intensity of collision in the

beginning of CRI can be reduced. It is proved that the dynamic tree under infinite population

with Poisson arrival can achieve maximum average throughput of 0.43 which is much higher

than that of the basic tree algorithm. It is found that it is identical to the binary tree algorithm

for low traffic load and is equivalent to TDMA in finite population [29].

2.5.3 Modified Binary Tree Algorithm

The modified tree algorithm is considered as a simple modification of the basic tree

algorithm which proposed by Massey in [30] and independently by Tsybakov in [24]. The

idea of this modification is that saving a timeslot because of definite collision. Considering
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the fact that if after a collision, there is no transmission in the first timeslot after the splitting

process, it will be sure that all collided users join the second group and their packet retrans-

missions result in collision in the second slot. Since this collision can be predicted, therefore,

there is no purpose to allocate and finally just waste this timeslot. To reduce the slot wastage,

the predictable collision the second slot can be skipped by directly splitting the collided users

into two new subgroups pretending that the collision just occurs. Hence, this modification is

also called as level skipping. In the representation of tree structure, this modification allows

the tree algorithm to omit one branch of the tree whenever the event of an idle slot followed

by a certain collision occurs in the splitting process.

The detail of this modified algorithm will be presented as follows. From the example

in Fig.2.11, it can be noticed that collisions in slot 2 and slot 12 are followed by idle slots

in slot 3 and slot 13, respectively. This can be sure that the transmissions in slot 4 and slot

14 results in collisions. Instead of just waste the slots for deterministic collisions, all users

involved in collisions can be directly split into two subgroups. The level skipping mechanism

can help reducing the number of slots needed to resolve the collision between 6 users from

17 slots to become only 15 slots as shown in Fig.2.13. It is proved that the modified tree

algorithm provides better capacity from 0.346 of the basic tree algorithm to 0.375. However,

this modification requires more informative feedback i.e. ternary feedback where the system

has to be able to distinguish the ”no collision” into idle or successful transmission.

2.5.4 Collision Resolution Algorithm with Additional Information

Having introducing the concept of basic stack (tree) algorithm, Tsybakov continued his

investigation on the collision resolution algorithm with new concept of recursive strategy for

binary collision resolution algorithm when the multiplicity of every collision is known to all

users [32]. Details of the recursive strategy are presented as follows: Suppose collision reso-

lution commences in timeslot 1 since there are N users sending their packet simultaneously.

In this protocol, newly generated packets are not allowed to access the channel directly if
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Figure 2.13: Modified tree algorithm with 6 collided users in the initial collision

collision resolution is in progress.

1. Users will retransmit their packets by choosing 1 with probability p(n) or defer their

retransmission by choosing 0 with probability 1-p(n).

2. Assume there are m users decide to retransmit their packets.

• If m = 0 or m = N, the resolution will go to step 1

• If m ̸= 0 or m ̸= N, this will results in new collision with m users involve in.

The system will define a retransmission rule for this m collided users and then

continue to step 3

3. Collision between users who postpone their retransmission in timeslot 1 (if any) is

a collision of multiplicity N −m and will be resolved by a strategy specified by the

protocol. Then the initial collision is resolved.
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In this work, Tsybakov also derive recursive expression for any number of N to obtain the

average number of slot required to solve the particular number of collided packets (CRI

length). If the probability of accessing a slot is set to be 0.5, he can find this average until N

tends to infinity. Particularly for N = 2 and N = 3, it suggested a recursive strategy to find

the average of CRI length by optimizing the probability of access depending on the number

of packets collided. It is found that the average CRI length is 3 for N = 2 with p(2) = 0.5

and 4.787 for N = 3 with p(3) = 0.412. In addition to that with the recursive formula given

in this paper, the bound of transmission delay is 1.876 when the number of collided users

approaching to infinity.

Not long after Tsybakov work, in 1982 L. Georgadis proposed collision resolution with

additional information (CRAI) protocol wherein energy detectors were utilized to provide the

known multiplicity feedback [40]. This feedback is the same as considered in Tsybakov’s

work, however, Georgiadis claimed that his CRAI protocol provides tighter bounds of trans-

mission delay. There are some differences in the rules defined by this CRAI protocol and the

protocol of Tsybakov aforementioned. The details of CRAI protocol will be presented in the

sequence.

This CRAI protocol has property of first come first serve (FCFS) where the packets

generated earlier have priority to access the channel earlier compared to the latter generated

packets. However, this FCFS property is only applied for determining the packets to be

transmitted, not determining the order of the packets to be resolved in the collision resolution

process. In other words, the collision resolution process follows the random addressing.

Whenever system starts, the protocol interval parameter as in the Gallager algorithm which

is denoted by ∆. This parameter is usually called as enable arrival where only the packets in

this interval are allowed to access the channel during a slot instant. If there are N packets

in this interval, collision occurs which is denoted by εN . By observing this result, the N

users involving in the collision will again access the next timeslots with probability σN or
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postpone their retransmission to the one timeslot after the next timeslots with probability

1− σN . Suppose only i users access the next timeslot. At the end of the next timeslot,

feedback arrives informing the users of the following possible conditions:

1. If i = 0 or i = N, the same procedure to resolve εN will be repeated in the next timeslot

with probability σN since no one succeeds,

2. If i = 1, it means that 1 user retransmited its packet and succeeded. This also results

in an event called as εN−1 which will be resolve in the next timeslot. The remaining

N −1 users involve in this event will contend the channel with probability σN−1,

3. If i = N − 1, it means that N − 1 users attempted to retransmit their packets resulting

in event εN−1. Apart from that, 1 remaining user did not access the current slot. This 1

remaining user will be given the right to access the next timeslot and the procedure of

resolving the N-1 users (εN−1) will be done afterward where the users will retransmit

their packet with probability σN ,

4. For the conditions except in 1,2,3 where there will be two different conditions i.e. εi

and εN−i, these two events will be then resolved separately. εi will be resolved first

with σi followed the resolution of εN−i with σN−i. Then the initial collision is resolved

and the system will allow the packets generated in the next enable arrival time to be

transmitted. If collision occurs, the corresponding users have to follow the rules of

collision resolution defined in 1-4.

In these collision resolution procedures, Georgadis searched the optimal choice for

σi with dynamic programming methods. The optimal σi is set dynamically according to

the number of collided packets such that it offers the least average number of timeslots for

resolving collision with i packets. The final goal of this dynamic programming is to minimize

the transmission delay by:

• forcing the event of ε1 where only a packet transmit in the slot after collision,
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• avoiding the event of idle slot.

Except for finding optimum access probability, this work also optimized the parameter

∆ since it will determine the time interval wherein packets generated to be transmitted. The

optimum value of this parameter is intended for resulting s uccessful transmission whenever

it is set. If it is not set properly, it may cause severe collisions or just idle timeslots. H

owever, the setting of this parameter depends on the packet arrival rate (λ ).

In 1985, Eugene Gulko also proposed binary tree protocol with the assumption of

known multiplicity feedback. This adopted blocked access mode as in Capetanakis’s tree

algorithm without defining enable arrival as in [40]. After a collision with N packets, the

collided users will attempt to retransmit their packets with bias probability rN in the first

timeslot after collision or defer their transmission to the next timeslot with probability 1-

rN . In order to minimize the average delay and to fasten the users to obtain successful

transmission, this protocol adopts depth first search tree. In the collision resolution process,

this work presented two approaches called as left-node-first and smallest-multiplicity-first.

• Left Node First

This tree traversal is exactly the Breadth First Search as explained before where the

collision in the first group of subdivision will be resolved earlier. Here, this first group

is denoted as the left node.

• Smallest multiplicity first

After getting feedback from the transmission of the first group, it will be known how

many user in the in the first group, as well as the number of users in the second group.

The collision resolution in the next slot will be proceed to the group which has smallest

number of collided users.

Essentially, this work is identical to that of L. Georgadis in [40] where rN is set to be

optimum and dynamically change depending on the number of users. However, this works
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offers a close form solution for the optimum probability as rN = 2
2+N . The value of rN is very

close to the value of σN , however, the average CRI length is not as precise as in [40], there

is a small deviation between them. Noted that, for the case when number of collided users

is large, this makes the resolution with Smallest Multiplicity First become the same as Left

Node First since the bias setting of rN which aims to obtain in successful transmission in the

first group will mostly result in smaller number of users in the first subgroup. These three

identical collision resolution protocols can achieve a stable condition if the packet arrival

rate is less than 0.532 packet per time slot.

2.5.5 Basic and Modified Q-ary Tree algorithm

The Q-ary tree algorithm is considered as the generalization of tree collision resolu-

tion algorithm. This general algorithm was first analyzed by Mathys and Flajolet [45] even

though the initial idea was introduced by Tsybakov and Mikhailov in [24] without any anal-

ysis. Two access protocols i.e. blocked and free access are also applied to complete the

analysis.As already known that the basic tree algorithm split the collided users in each col-

lision into always two subsets. Instead, this algorithm split the collided users into always Q

(splitting parameter) subsets where Q is greater than two. With more than two subgroup in

the splitting process, this idea aims to reduce the probability of collision such that an im-

provement can be achieved. Fig.2.14 shows an example of Q-ary tree algorithm where Q=3

(also called ternary tree ). In this example, it needs 18 timeslots to resolve 9 users in the ini-

tial collision. In their analysis, Mathys and Flajolet included the case of the basic binary tree

algorithm i.e. Q=2 to compare the performance and observe how the splitting parameter can

affect the system performance. It is found that the optimum performance is achieved when

the splitting parameter, Q, is set to 3 or commonly known as ternary tree algorithm for both

free access and blocked access modes. The maximum stable throughput offer by this ternary

tree algorithm is 0.366 and 0.401 for blocked access and free access, respectively [24, 45].

The idea of level skipping in modified tree algorithm is also applied in this analysis
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which is called modified Q-ary tree algorithm. As in the basic modified tree algorithm, one

slot can be saved due to definite collision. This can occur in every splitting process if there is

no users retransmit their packet in the first Q-1 timeslots. This means that all collided users

decide to access in time slot Q which can just be skipped. One different aspect from this

study that is not be applied in the Q-ary tree algorithm is that the using of bias probability.

The level skipping mechanism will allow the system to user bias probability to improve the

performance. It is shown that the using of bias probability provides an improvement com-

pared to that of modified Q-ary tree algorithm with equal probability for both blocked and

free access protocols. shows the performance of this modified Q-ary tree algorithm achieve

MST at 0.4069 and 0.4076 with equal probability and with bias probability, respectively.

These practical optimum performance are obtained by ternary modified tree algorithm when

free access algorithm is applied. On the other hand, the optimum performance of blocked

access algorithm is achieved by binary tree algorithm by obtaining MST of 0.375 with equal

probability and 0.381 with bias probability [45].

Figure 2.14: Ternary tree algorithm with 6 users in the initial collision
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2.5.6 First Come First Serve Splitting Algorithm

The first come first serve splitting algorithm devised by Gallager with the same ap-

proach as in the basic tree algorithm i.e. splitting a conflict into smaller groups recursively

until all the users succeed [25, 27]. It offers maximum stable throughput of 0.487 which is

higher than that of the basic tree algorithm. This algorithm split the collided packet based

on the arrival time of the packets with strict first come first serve order. In a given interval

time of arrival, a group of users transmit packets in the beginning a slot. If this transmission

results in a collision, the retransmission of the colliding packet is described in the following

mechanism. The particular interval related to collision is divided into two smaller intervals,

say, first and second halves. A set of users in the first half of interval is entitled to transmit

packet first and a further division of arrival time by factor of two is applied if collisions still

occur. Since this algorithm obtains the maximum stable throughput of 0.487 and the suc-

cessful retransmission follows the order of first come first serve, this algorithm is called as

FCFS 0.487 algorithm. The detail of this algorithm is presented in the sequel. Every packet

that joins a contention has its own time stamp of its arrival. The algorithm defines an enable

interval (EI) where all the packets arrive in this period can be transmitted. Every user has to

keep track the current EI denoted by x and conflict resolution interval. In the beginning of a

contention, EI is specified from zero to x, each user who has packet ready for transmission

in this interval transmits his packet in a given slot. If the feedback informs that there is no

collision, the EI is updated to become x to 2x. However, if the feedback is collision, the algo-

rithm up dates the EI to become half of the previous EI (from 0 to x/2). The system will then

ask the retransmission of the packets whose arrival time lie in the new interval. If it results

in successful transmission, the set of packets in the second half interval (between x/2 and x)

is transmitted in the subsequent slot. In case of further collision, the EI will also be further

divided until it contains exactly one packet to obtain a successful transmission. In another

case, if there is no packet lying between 0 and x/2, it is definitely collision in the second half
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interval so this interval is then directly divided into two smaller intervals for the next trans-

mission instead of just allocating a slot for assured collision. Some studies had also been

conducted based on the FCFS algorithm by employing different types of feedback; variation

binary feedback (S/N, C/NC) [36]. This study was extended to the case of multiple reception

protocol with binary and ternary feedback [38]. Slightly different with the Gallager’s, instead

of only divide the collided EI into new EIs, these protocols determine several parameters to

shrink or lengthen the enable interval. These parameters can be adjusted according to the

traffic condition to obtain the optimum performance.

In the presented collision resolution algorithms, it is assumed that feedback reaches to

the users without error. The study of collision resolution algorithms with errors can be found

in [57, 58].

2.5.7 Mean CRI Lentgh of The Q-ary tree algorithm

In this subsection, the mean access delay of basic Q-ary tree algorithms derived in

[27,45] will be presented. The mean access delay we refer to here is the average CRI length

(average number of slot required to resolve N packet in the initial collision) which is denoted

by L(N). Based on the description of the basic Q-ary tree algorithm, every collision will

be subdivided into Q subsets. Each subset will have iq users, where q = 1,2, · · · ,Q and

∑Q
q=1 iq = N. If iq ≥ 2, it means that a new collision occurs and then will be subdivided again

into Q new subgroups. Subgroups after the subdivision process are identically distributed

random variables but they are not independent. Denoted L(N) be the expected length of a

CRI with N collided users.

Let define
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L(N) = 1+
Q

∑
q=1

N

∑
iq=0

P(iq|N)L(iq)

= 1+
Q

∑
q=1

N

∑
iq=0

(
N
iq

)
(pq)

iq(1− pq)
N−iqL(iq) (2.14)

For the case when equal probability is applied for users to picking a slot where p1 =

p2 = · · · = pQ = 1
Q , the distribution of users in every slot is the same and the combination

of the users accessing every slot is equally likely. Hence equation (2.14) can be reduced to:

L(N) = 1+Q
N

∑
iq=0

(
N
iq

)
(

1
Q
)iq(1− 1

Q
)N−iqL(iq)

= 1+Q
N

∑
iq=0

(
N
iq

)
(

1
Q
)iq(

(Q−1)N−iq

QN−iq
L(iq)

= 1+Q
N

∑
iq=0

(
N
iq

)
(
(Q−1)N−iq

QN L(iq)

= 1+Q
N−1

∑
iq=1

(
N
iq

)
(
(Q−1)N−iq

QN L(iq)+Q
(

N
N

)
(
(Q−1)0

QN L(N)

= 1+Q
N−1

∑
iq=1

(
N
iq

)
(
(Q−1)N−iq

QN L(iq)+(
1

QN−1 )L(N)

=
1

(1− 1
QN−1 )

(1+Q
N−1

∑
iq=1

(
N
iq

)
(
(Q−1)N−iq

QN L(iq)))

(2.15)



CHAPTER III

Mean CRI length of Framed Slotted Aloha

In this chapter, we consider the modification of the Framed Slotted ALOHA when

ternary and known multiplicity feedbacks are available. We also consider that the frame

structure will only be initiated whenever a collision occur. Mean CRI length is our main

performance metric for the analysis.

3.1 Introduction

As a variation of slotted Aloha, the framed slotted Aloha utilizes slotted channel as

described in Chapter 2. We consider the frame slotted aloha which allows the feedback

returns to the users at the end of each slots rather than at the end of each frame. Based

on the different amount of feedback information, further modification on the retransmission

mechanism of the colliding packet will be applied. Other than the binary feedback, it is

assumed that another type of feedback such as ternary feedback and known multiplicity

feedback is available in the system [40]. With these feedback, we will show the effect of

feedback utilization on the performance of frame slotted Aloha.

3.2 System Model

Consider a system in which a number of users contend for access over a shared channel.

Each user independently generates packets according to a specific random distribution, such

as Poisson. Packet transmission results are returned to each station at the end of each slot

in the form of feedback information. Type of feedback that can be assumed includes binary,

ternary and multiplicity feedback.

The transmission of new arrival packets is distinguished from the retransmission of
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the collided packets. Transmission attempts for new arrival packets, namely the packets

generated during the resolution of the previous initial collision, are considered to get delayed

until the whole resolution process complete. However, if there is no collision resolution

process, the new arrival packets are sent immediately in the next slot. This access mechanism

is called as Blocked Access [45]. Whenever a new collision occurs, the frame structure

which consists of Q slots (Q ≥ 2) is initiated. Depending on the feedback available in the

system, the retransmission rule will change. This results in a classification of the proposed

modification of the framed slotted Aloha as follows.

3.3 Access Protocol Description

3.3.1 Framed SLotted Aloha with Ternary Feedback

Considering ternary feedback, system can inform the user whether a slot is either

empty slot or success slot when there is no collision . If this feedback is available, a strategy

referred to here as skipping strategy type I is applied [45]. During the packet retransmission,

a definite collision may occur if there is no packet transmitted in the first Q− 1 slots of the

frame. Each station is aware of the definite collision in Slot Q and hence skips this slot and

starts a new contention frame immediately. Fig. 3.1 illustrates the framed slotted Aloha with

the skipping strategy I where the frame length,Q, is set to be 3. In this example, 5 users

(A, B, C, D, E) collide in Slot 1 which is nomally called as the initial collision. These 5

users then transmit in the three consecutive slots in frame 1 at random. Suppose that no user

transmit in Slot 2 and 3. Surely, all the collided users transmit in the last slot in this frame

which is Slot 4. A new contention frame then starts where user A, D, and E experience a

new collision in Slot 5, while B and C get successfully transmit their packet in Slot 6 and 7,

consecutively. The resolution continues for resolving the collision involving user A, D and

E in a new available frame. User D transmits in Slot 8, Slot 9 is empty and a collision occurs

in Slot 10 with user A and E involve in it. These two users then again have to choose one slot
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in the next frame for their packet transmission. Finally, the collision is resolved where user

A and E succeed in Slot 11 and 12, respectively. Slot 13 remains idle since all users have

succeeded to transmit their packets. For the example in 3.1, the definite collision occurs in

Slot 4 since Slots 2 and 3 are idle. By skipping this last slot, the resolution time is shortened

by one slot from 13 slots to 12 slots.

Figure 3.1: Illustration of the frame Slotted Aloha with skipping strategy type I

3.3.2 Framed Slotted Aloha with Known Multiplicity Feedback

By knowing the number of collision multiplicities as contained in the known multiplic-

ity feedback, it is possible to apply a strategy namely skipping strategy type II and dynamic

frame size strategy. Beside definite collisions, definite idle slots can be eliminated to reduce

the resolution time. Since the feedback informs the exact number of users accessing each

slot, users are able to know that the re is always a collision in the last slot of the frame, when

at least two users are waiting for retransmission. This slot is then skipped and the resolution

continues in the new frame. In the other case, if all users in the collision access the first view

slots in the frame, the users skip the remaining slots and begin a new frame. For the example

in Fig. 3.2, Slot 4 and 10 where definite collisions occurred can be eliminated. Also, Slot 13

can be skipped since no user definitely accesses these slots. By saving 3 slots, the resolution

time for this collision can be reduced to 10 slots.

As in the dynamic frame slotted Aloha which varies the frame size based on the traffic

estimation, the perfect knowledge of the colliison multiplicity allows us to gain the optimum

strategy. This mean that maximizing the network throughput by setting the frame size as
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exactly as the number of collided users given by the known multiplicity feeback. Later, we

will then apply the skipping strategy type II when the frame size is set as the same as the

number of users. It is expected that this combination will result in a significant improvement

to the framed slotted Aloha.

Figure 3.2: Illustration of the frame slotted Aloha with skipping strategy type II

3.4 Analysis

The delay performance of the frame slotted Aloha and its modifications will be pre-

sented in this section. We are interested in the mean CRI length which represents the average

number of slots required to resolve the contention among a number of users which initially

collide [45]. To begin with, we will define the following parameters:

N denotes the number of packets initially collides

Q denotes the number of slots in a frame

iq are the number of users in Slot q of each frame, where q = 1,2, ..,Q and
Q

∑
q=1

iq = N

pq is the probability of accessing each slot in the frame, where pq = 1/Q

n f is the random variable of the total number of users who collide after divided into the slots

in frame with N users in the initial collision; n f =
Q

∑
q=1,iq≥2

iq

L(N) is the mean CRI length for N users including the initial collision slot where the frame

size is Q
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The framed slotted Aloha starts resolving N collided users where these N users is

randomly divided into Q subgroups for each frame and the remaining unsuccessful users

of this particular frame will be divided again into Q subgroups of the next frame. Now,

conditionally on the event Q, for 1 ≤ q ≤ Q, an item is sent into the qth subgroup with

probability pq. If Iq is the cardinality of the qth slot, then, conditionally on the event Q, the

distribution of number of users in the slots of the frame of the vector (I1, ..., IQ) is multinomial

with parameter N and p1, · · · pQ which can be given by:

Pr(Ii = i1, I2 = i2, · · · , IQ = iQ|N = n) =
N!

i1i2i · · · iQ
p1

i1 p2
i2 · · · pQ

iQ (3.1)

The algorithm will stop if there is no more collision i.e Iq = 0 or Iq = 1. However, if collision

occurs in at least one slot i.e Iq ≥ 2, there will be a new subdivision process which has

the same distribution as in 3.1. As previously defined, CRI is the total number of slots for

resolving a collision including the initial condition. For example, the CRI is Q+ 1 slots if

a collision is resolved in the first frame and 2Q+ 1 if it resolved in the second frame, and

so forth. It implies that Q slots will be used for each frame when collision can be resolved

in one frame. Otherwise, it will need additional slots in the next frame until all the users

succeed. It means that to find the CRI length for larger number of users needs to know the

mean CRI length of the smaller number of users which is known as recursive form. For the

initial condition, let define L(0) = L(1) = 0, indicating the condition where there is no packet

and exactly one packet transmitted in a slot, respectively. For the case when N ≥ 2, L(N)

can be expressed as:

L(N) = 1+ ∑
i1,i2,...,iQ

(
N

i1, i2, · · · , iQ

)
p1

i1 p2
i2 · · · pQ

iQ(Q+L(n f )−1) (3.2)

where the term ”1” is the slot where the initial collision occurs. If ”1” is replaced by Q, the

formulation will result in the same results as that of classical frame Aloha which always has

frame structure [22]. and ∑ i1, i2, . . . iQ
( N

i1,i2,...iQ

)
= N!

i1!i2!··· ,iQ! is the multinomial coefficient
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summing up all the possible event in each frame. Q+ L(n f )− 1 implies that there are Q

slots used for each frame and there will be L(n f )−1 will be needed if collision still occurs.

The folowing are examples of calculation of the mean CRI length for N = 2 and 3 where the

frame size, Q, is set to 3:

• when there are two users colide

L(2) = 1+
(

2
2 0 0

)(
1
3

)2(1
3

)0(1
3

)0

(L(2)+L(0)+L(0))

+

(
2

0 2 0

)(
1
3

)0(1
3

)2(1
3

)0

(L(0)+L(2)+L(0))

+

(
2

0 0 2

)(
1
3

)0(1
3

)2(1
3

)0

(L(0)+L(0)+L(2))

+

(
2

1 1 0

)(
1
3

)1(1
3

)1(1
3

)0

(L(1)+L(1)+L(0))

+

(
2

1 0 1

)(
1
3

)1(1
3

)0(1
3

)1

(L(1)+L(0)+L(1))

+

(
2

0 1 1

)(
1
3

)0(1
3

)1(1
3

)1

(L(0)+L(1)+L(1))

= 1+
6
9

3+
3
9
(L(2)+2)

=
33
6

= 5.5 slots
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L(3) = 1+
(

3
1 1 1

)(
1
3

)1(1
3

)1(1
3

)1

(L(1)+L(1)+L(1))

+

(
3

2 1 0

)(
1
3

)2(1
3

)1(1
3

)0

(L(2)+L(1)+L(0))

= 1+
6
9

3+
3
9
(L2 +2)

+

(
3

3 0 0

)(
1
3

)3(1
3

)0(1
3

)0

(L(3)+L(0)+L(0))

= 1+
6

27
3+

18
27

(L(2)+2)+
3

27
(L(3)+2)

=
186
24

= 7.75 slots

For the other value of collided users, N and frame size, Q, each modification of the Frame

Aloha can be derived in a recursive form as presented in the sequel.

3.4.1 Mean CRI length of framed slotted Aloha with skipping strategy type I

As for the skipping strategy type I [45], the skipped slot is the definite collision when

all users access the last slot of the frame. The probability that all users access in slot Q can

be expressed as:

Pr(iQ = Q) =

(
N
N

)
pQ

N(1− pQ)
(N−N)

= pQ
N (3.3)

The average number of skipped slot is also pQ
N . Then, the mean CRI length is given by:

L(N) = 1− pQ
N + ∑

i1,i2···iQ

(
N

i1, · · · iQ

)
(Q+L(n f )−1) (3.4)
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3.4.2 Mean CRI length of framed slotted Aloha with skipping strategy type II

As presented in the previous section, the known multiplicity feedback can be utilized to

form skipping strategy type II. The concept of slot skipping is to reduce the cost for solving

the collision by eliminating idle and colliding slots in the resolution. However, the conflict

to be resolved remains the same. The idle and colliding slots are the slots that are predicted

to be idle and collision, respectively. Let denote the average number of predictable collided

and idle slots as C(N) and I(N), respectively. The followings are the derivation of C(N) and

I(N).

• Expected number of skipped idle slots, I(N).

When all users have accessed the first j slots (where j ≤ Q− 1 ), it can be predicted

that the last Q− j slots will be idle. It mean that the predictable idle slots can occur in

slot 2 to slot Q. We first compute the probability of idle for one slot (denoted by slot

j) with the following binomial distribution.

P[i j = 0] =

(
N
0

)
p0

j(1− p j)
N

= (1− p j)
N (3.5)

The probability that last j slots from Q slots, where j = 1,2, · · · ,Q−1, are idle is given

by:

P[i j = · · ·= iQ = 0] = (1− p j)
N − (1− p( j−1))

N (3.6)

The expectation of skipped idle in slot j to slot Q (where j = 2,3, ,Q), I(N), can be
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expressed as:

I(N) = 1(1− (p1)
N − (1− (p1 + p2))

N +2((1− (p1 + p2))
N (3.7)

− (1− (p1 + p2 + p3))
N)+ · · ·+(Q−1)((1− (p1 + p2 + · · · pQ−1))

N

− (1− (p1 + p2 + · · · pQ))
N)

=
Q−1

∑
i=1

(
i

∑
j=1

p j

)N

(3.8)

since p1 = p2 = · · ·= pQ = 1
Q , equation (3.7) is reduced to:

I(N) =
1

QN

Q−1

∑
i=1

iN (3.9)

• Expected number of skipped collision slots

As aforementioned, the predictable collisions always occur in slot Q. To find the ex-

pression of C(N), let E[C] be the probability of collision in slot Q when k out of N

users access this particular slot, where k ≥ 2. This can be given by:

E[C] =

(
N
k

)
(pQ)

k (1− pQ)
n−k (3.10)

Then, summation of equation (3.4.2) for all value of k yields to the average number

of skipped collision in the resolution interval which can be expressed as:

C(N) =
N

∑
k=2

 N

k

(pQ)
k (1− pQ)

N−k (3.11)

Equation (3.11) can also be expressed by subtracting the average number of all events with

the average number of success and idle in slot Q as:

C(N) = 1− (1− pQ)
N−1 (1+ pQ (N −1)) (3.12)
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Hence, the mean CRI length is given by:

L(N) = pN
N

∑
i=1

iN − ((1− p)(N−1)(1+ p(N −1))

+ ∑
i1,i2,··· ,iQ

(
N

i1, i2, · · · iQ

)
(Q+L(n f )−1)

(3.13)

For the case of dynamic frame Aloha i.e. Q is chosen to be equal to N with the skipping

strategy type II, the formulation of L(N) in (3.4.2) can be obtained by replacing Q by N.

3.5 Numerical Results and Discussions

Fig.3.3 shows the mean CRI length of blocked access basic framed slotted Aloha ver-

sus the number of users in the initial collision, N. We vary the number of collided users from

2 to 30. To investigate the effect of the frame size, we vary the number of slots in the frame

to be 2, 4, 6, 8, and 10. It shows that the mean access delay exponentially increases with

the number of collided users. This is because a further increase of the number of users will

generate more collisions and results in an increase of CRI length. The exponential growth

is very clear when the frame used size is small, (e.g., Q = 2). Increasing the frame size

certainly improves the performance for large number of collided users but the exponential

trend remains. However, it is shown that the curves overlap each other for all cases when the

number of initial collided users is small. This means that the smaller frame is more effective

for resolving small number of users.

When ternary feedback is available, the skipping strategy type I only gives a very small

improvement to the basic Frame Aloha. With the same frame size, this skipping strategy can

only save not more than one slot on average. For example, for resolving 20 collided users

with frame size = 4, the basic modification needs 242.3 slots whereas the modification with

skipping strategy type I needs 241.4 slots on average. It means that the improvement is only

0.9 slots on average. These results are very different from the case of tree algorithm where
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Figure 3.3: The mean CRI lentgh of the basic framed slotted Aloha

the improvement can be seen clearly. This is because of the fact that the frme slotted ALoha

does not have feature of splitting the collided users such that the collision resolution time is

long and the skipping slots do not give effect on it.

Figure 3.4: The mean CRI lentgh of the framed slotted Aloha with Skipping Type I

Compared to the skipping strategy type I, the skipping strategy type II offers a sig-

nificant improvement. For the same example (N = 20 and Q = 4), 186.6 slots are required

meaning that this strategy can reduce 55.7 slots for the resolution. When this skipping strat-

egy is applied with the changing the frame size according to the number of users, it needs

47.54 slots on average to resolve 20 users. This means that this strategy is very effective.

In addition to that, this strategy can overcome the exponential growth problem when the
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frame size is set to be constant. These results reveal that many strategies can be created to

obtain the fast collision resolution time depending on the type of feedback available by the

system. It is shown that the more informative feedback will be useful to improve the delay

performance if the feedback is utilized appropriately.

Figure 3.5: The mean CRI lentgh of the framed slotted Aloha with Skipping Type II

As discussed in some other studies [15–21], the dynamic frame Aloha is very effective

compared to the fixed value of frame length. With the known multiplicity feedback which

offers the exact collision multiplicities (not an estimation), the curve in Fig. 3.6 shows the

optimal results for the dynamic frame Aloha. For comparison, with the skipping type I, it can

resolve the collision in 52.03 slots for 20 collided users. The effectiveness of the dynamic

frame Aloha is clearly seen that it dramatically improves the performance of the traditional

frame Aloha and frame Aloha with skipping type I. It can also be seen that it overcomes

the exponential growth problem. A more improvement can be further achieved when the

dynamic frame strategy is applied together with the skipping strategy type II. The previous

setting of frame size i.e. Q=N no longer provides optimum performance of this combination

strategy. The better results can be obtained if

Q =

2, N = 2,3.

N −1, N ≥ 4.
(3.14)
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Figure 3.6: The mean CRI lentgh of all the proposed modifications of the Frame Aloha

As already shown that the dynamic frame size alone will reduce the average delay

and remove the exponential trend of of the frame Aloha. Adding the skipping type II to the

dynamic frame Aloha results in a more improvement as expected since the unnecessary idle

and collision slots are reduced.



CHAPTER IV

Mean CRI length and Throughput of Adaptive and Skip
Tree Algorithm

In this chapter we first present the proposed scenario for the tree algorithm with the

known multiplicity feedback namely adaptive tree algorithm and skip tree algorithm. We

then provide the analysis of the delay performance of each algorithm in terms of mean colli-

sion resolution interval (CRI) length.

4.1 Introduction

As in the existing tree algorithm, the channel considered here is the idealized slotted

channel as presented in Chapter2 [5, 7, 10, 44]. Many variations of the tree algorithm have

been comprehensively studied under the assumption of binary feedback and ternary feedback

[23, 28–30, 45, 56]. The considered here is the known multiplicity feedback which provides

the number of users contending in each slot will return at the end of each slot. There is infinite

number of independent users generate their packets which is modeled as Poisson traffic. With

this traffic assumption, we apply both blocked access and free access algorithms.

The first mechanism we will introduce is adaptively change the splitting factor for

each collision. This is different from the existing tree algorithms which always use static the

splitting factor. The second mechanism includes a new concept of level skipping which is

more effective than that of the modified tree algorithm. We shall now present the description

of the two proposed mechanisms in the sequel.
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4.2 Description of the Algorithm

4.2.1 Adaptive Q-ary Tree Algorithm

In the first proposed mechanism, the number of subgroups changes adaptively accord-

ing to the number of users involved in collisions since the number of users in every collision

is detected by the known multiplicity feedback. This mechanism aims to minimize the prob-

ability of repeated collisions and hence maximize the probability of successful transmission

in each slot. This also means that the number of slots used to resolve collisions can be

reduced.

For the following two reasons, this first mechanism becomes our concern. The first

reason is that with static Q, probability of collisions is high when Q is set to be a small

value for resolving large number of collided users is large. In addition, the number of idle

slots is large if a large value of Q is used to resolve a small number of users. The second

reason is based on the dynamic tree algorithm by Capetanakis which shows that dynamically

change the splitting factor only in the initial collision is more effective compared to the

binary splitting [28]. From these facts, we shall show that the fixed splitting factor is not

optimum for resolving every number of users. Instead, there is appropriate splitting factor

for each number of collided users to minimize the mean number of slots to resolve a collision

and improve the throughput. In this thesis, we change the splitting factor depending on the

number of collided users which is referred to here as adaptive Q-ary tree algorithm.

In a simplest way, the proposed the number of subgroups of every collision is set to be

exactly equal to the number of colliding packets. The operation of the adaptive Q-ary tree

algorithm can be explained as follows. As depicted in Fig. 4.1, there are 5 packets initially

collided in the first slot, and then corresponding users will be split into 5 subgroups. This

results in a new collision in the fourth subgroup with 3 packets which will be again split into

3 new subgroups. Further collision occurs since 2 users pick the second subgroup, then this

collision will be resolve in 2 new subgroups. However, it is expected that the probability
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of idle slots is high when the number of collided users is too large. It implies that there is

an optimum splitting factor for every number of collided users. We then suggest another

form of adaptive Q-ary tree algorithm where the optimal choice of the number of subgroups

denoted as Qo
N for each collision is set to the value that gives the minimum average number

of slots for the resolution. Further investigation will be needed to find this optimum which

provides the minimum CRI length for the resolution of each N colliding users.

Figure 4.1: Illustration of Adaptive Q-ary tree altorithm

4.2.2 Skip Q-ary Tree Algorithm

As introduced in the modified tree algorithm by Massey [30] and Mathys [45], an

improvement to the Q-ary tree algorithm is obtained by level skipping which utilizing ternary

feedback. Inspired by this slot skipping mechanism, the information contained in the known

multiplicity feedback can be utilized to form a more effective mechanism of level skipping

when it is available. This slot skipping mechanism is expected to much more effective than

that of existing modified tree algorithm. This slot skippng mechanism is the same as the slot

skipping Type II applied in the frame soltted Aloha in Chapter 3.

As the exact number of users accessing in each slot is known, it is possible for each
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user to utilize the feedback in order to keep track of the number of the users who have

transmitted their packets in each slot. This enables the system to predict definite collision

and idle slots which can further be eliminated. Predictable collisions occur when the number

of users expected to access the last slot of the frame is more than one. Meanwhile, Q-q slots

will be idle and then can be skipped when all users in the initial collision have accessed in

the first Q slots of a frame (where q=1, 2, . . . , Q-1). In so doing, it is expected that delay

performance of the tree algorithm can be improved. Fig. 3 depicts the collision resolution

of skip ternary tree algorithm with 9 collided users. The basic ternary tree algorithm needs

13 slots to resolve them. When ternary tree algorithm with level skipping is applied, only 10

slots are required meaning that it saves 7 slots (indicated by dashed circle) compared to the

basic ternary tree algorithm.

With ternary feedback, the modified tree can offer better mean access delay than the

conventional tree algorithm by introducing level skipping where a definite collision in slot Q

can be skipped due to zero transmission in slot 1 to slot Q-1. When the known multiplicity

feedback is available, it is possible to eliminate the wasted slot not only due to predictable

collision as in the modified tree algorithm but also due to predictable idle slots. Predictable

collisions occur when the number of users expected to access the last slot of the frame is more

than one. Meanwhile, Q−q slots will be idle when all collided users in the initial collision

have accessed in the first q slots of a frame (where q=1,2,· · · ,Q-1). As these collisision and

idle slots can be detected, they can be skipped. In so doing, this level skipping mechanism is

expected to improve the performance of the modified tree algorithm as depicted in Fig. 4.2.

This figure shows that 10 slots are required to resolve collision between 5 users for ternary

tree algorithm with level skipping meaning that it saves 3 slots compared to the conventional

ternary tree algorithm.
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Figure 4.2: Ternary Tree algorithm with level skipping

4.2.3 Skip Adaptive Q-ary Tree Algorithm

Combining the mechanisms in subsections 4.2.1 and 4.2.2 will form skip adaptive Q-

ary tree algorithm. To gain more benefit, the adaptive spltting will minimize the probability

of collision and the skipping mechnaism will help to reduce the unnecessary wasted slots.

For further study, we will also investigate the condition where the access probability

of each slot in the frame is non-uniform due to the skipping policy.

4.3 The Mean CRI Length Analysis for the Blocked Access

In this section, performance analysis of the proposed adaptive and skipped Q-ary tree

algorithms with blocked access will be presented. The mean CRI length for adaptive and

skipped Q-ary tree algorithms, can be found based on [4, 31, 45]. To begin the analysis, let

N and DN be a variable for the number of users initially collide in a slot and the conditional

CRI length namely the number slots needed for the resolutionof a collision with N users

including the slot of the initial collision, respectively. Since each collision will randomly be

divided into Q group, the number of users in subgroup q is denoted by iq, where
Q
∑

q=1
iq = N.
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In addition, idle and success require one slot, DN can be expressed as:

DN =
{

1
1+Di1+Di2+...+DiQ

N=0,1
N≥2 (4.1)

We then derive the conditional probability generating function (PGF) of the random variable

DN . The mean CRI length can be obtained by computing the first moment of the PGF. The

PGF of DN is defined as

GN(z),
∞

∑
k=0

Pr{DN = k}zk = E
{

zDN
}

N ≥ 2 (4.2)

For N = 0 = 1, it is clear that G0(z) = G1(z) = 1 . Taking the conditional expectation

on the right-hand side (RHS) of 4.2, we get

GN(z) = E
{

E
{

zD|i1, i2, ..., iQ
}
|N
}

= ∑
i1,i2, ..., iQ

 N

i1,i2, ..., iQ

 pi1
1 Gi1(z).p

i2
2 Gi2(z)...p

iQ
Q GiQ(z) N ≥ 2

(4.3)

Where
N
∑

i1,i2, ..., iQ
is sum of all possible combination of i1,i2, ..., iQ,

(
N

i1,i2, ..., iQ)

)
= N!

i1!i2! ... iQ)!

is the multinomial coefficient and ∑Q
q=1 pq = 1 .

A recursive expression of the mean CRI length LN can be obtained by differentiating 4.3

with respect to z and setting z = 1 as expressed as:

LN = 1+
Q

∑
q=1

 N

iq

 piq
q
(
1− pq

)N−iq Liq N ≥ 2 (4.4)

with the initial values L0 = L1 = 1, indicating the condition where there is no packet and

exactly one packet transmitted in a slot, respectively.

The mathematical expression of LN for the adaptive and skipped Q-ary tree algorithms

will be presented in the sequel.
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4.3.1 Adaptive Q-ary tree algorithm

The proposed adaptive Q-ary splitting aims to obtain minimum number of slots for

a given number of users initially collide by using the optimum Q. To derive optimum Q,

some studies use the concept of system efficiency which is defined as the ratio between the

expected number of success slots in one split and the splitting factor as expressed as [21]:

S(N) =
Ps(N)

Q

=

Q
(

N
1

)
1
Q

(
1− 1

Q

)N−1

Q

= N
(

1
Q

)(
1− 1

Q

)N−1

Maximizing system efficiency, S(N), has the same meaning as maximizing the proba-

bility of success transmission in each slot. This can be obtained by choosing Q to be exactly

as N (i.e. Q = N). Then the mean CRI length, LN,N
1, can be expressed as:

LN,N = 1+
N

∑
q=1

 N

iq

( 1
N

)iq(
1− 1

N

)N−iq
Liq,iq N ≥ 2 (4.5)

However, we shall show that the maximum system efficiency does not imply minimum num-

ber of slots for resolution. With the nature of recursive splitting of the tree algorithm, we

search the optimum Q which can result in the best mean CRI length for each N. We provide

some example for finding the optimum splitting factor as follows:

• N, it is known from binary tree and ternary tree that L2,2 = 5 and L2,3 = 5.5. For

greater splitting factors, the mean CRI length is larger than those two values.

• N = 3, from binary tree, L3,2= 7.75, with the recursive searching, we will obtain the

1For an easy notation, we change the notation LN to be LN,Q which implies that the mean CRI length is also
a function of Q
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value of L3,3 and L3,4 as follows:

L3,3 = 1+
N

∑
q=1

N

∑
iq=0

(
3
iq

)(
1
3

)iq(
1− 1

3

)N−iq
Liq,iq

= 1+3
(

3
0

)(
1
3

)0(2
3

)3

L0 +3
(

3
1

)(
1
3

)1(2
3

)2

L1

+3
(

3
2

)(
1
3

)2(2
3

)1

L2,2 +3
(

3
3

)(
1
3

)3(2
3

)0

L3,3

= 1+
24
27

L0 +
36
27

L1 +
18
27

L2,2 +
3

27
L3,3

24
27

L3,3 = 1+
24
27

+
36
27

+
90
27

=
117
27

27
24

= 7.375

L3,4 = 1+
4

∑
q=1

3

∑
iq=0

(
3
iq

)(
1
3

)iq(
1− 1

3

)N−iq
Liq,iq (4.6)

= 1+4
(

3
0

)(
1
4

)0(3
4

)3

L0 +4
(

3
1

)(
1
4

)1(3
4

)2

L1

+4
(

3
2

)(
1
4

)2(3
4

)1

L2,2 +4
(

3
3

)(
1
4

)4(3
4

)0

L3,3

= 1+
108
64

L0 +
108
64

L1 +
36
64

L2,2 +
4

64
L3,4

60
64

L3,4 = 1+
108
64

+
108
64

+
180
64

=
460
64

64
60

= 7.667
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• for N = 4, L4,4 = 9.4853 that is found by:

L4,4 = 1+
N

∑
q=1

N

∑
iq=0

(
4
iq

)(
1
4

)iq(
1− 1

4

)N−iq
Liq,iq

= 1+4
(

4
0

)(
1
4

)0(3
4

)4

L0 +4
(

4
1

)(
1
4

)1(3
4

)3

L1

+4
(

4
2

)(
1
4

)2(3
4

)2

L2,2 +4
(

4
3

)(
1
4

)3(3
4

)1

L3,3 +4
(

4
4

)(
1
4

)4(3
4

)0

L4,4

= 1+
243
256

L0 +
432
256

L1 +
216
256

L2,2 +
32

256
L3,3 +

4
256

L4,4

252
256

L4,4 = 1+
32
27

+
48
27

+
120
27

=
227
256

256
252

= 9.4853

• for N = 5, L5,5 = 12.0242, and we will find L5,5 as follows:

L5,4 = 1+
4

∑
q=1

5

∑
iq=0

(
5
iq

)(
1
4

)iq(
1− 1

4

)N−iq
Liq,iq

= 1+4
(

5
0

)(
1
4

)0(3
4

)5

L0 +4
(

5
1

)(
1
4

)1(3
4

)4

L1 +4
(

5
2

)(
1
4

)2(3
4

)3

L2,2

+4
(

5
3

)(
1
4

)3(3
4

)2

L3,3 +4
(

5
4

)(
1
4

)4(3
4

)1

L4,4 +4
(

5
5

)(
1
4

)5(3
4

)0

L5,4

= 1+
972

1024
L0 +

1620
1024

L1 +
1080
1024

L2,2 +
180

1024
L3,3 +

20
1024

L4,4 +
4

1024
L5,4

1020
1024

L5,4 = 1+
972

1024
+

1620
1024

+
5400
1024

+
2655
1024

+
569.118

1024

=
12236.118

1024
1024
1020

= 11.996

From the above calculation, we found that Q = 2, 3, 4 are optimum for N = 2, 3, and

4, respectively, meaning that LN,N is optimum. However, for N = 5, Q = 5 is no longer

optimum where L5,5 = 12.0242 slots. The mathematical computation shows that using Q =

4 is optimum with L5,4 = 11.996 slots. It means that Q optimum for N = 5 is 4, i.e. Qo
5 = 4.

For higher N, it is expected that there will be an optimum value of Q for resolving each N,
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Qo
N . Then, for the proposed adaptive Q-ary splitting, the mean CRI length as the function of

Qo
N , i.e.LN,Qo

N
, is given by:

LN,Qo
N
= 1+

Qo
N

∑
q=1

 N

iq

 piq
q
(
1− pq

)N−iq Liq,Qo
iq

N ≥ 2 (4.7)

Figure 4.3: Mean CRI length vs Number of users in the initial collision (N) for adaptive
Q-ary tree algorithms

In Fig.4.3, the mean CRI length of the proposed adaptive Q-ary tree algorithm, LN,Qo
N

,

is plotted as a function of N. For the comparison, LN,2 (basic binary splitting), LN,3 (basic

ternary splitting), LN,N are also plotted. It can be seen that LN,N offers sub-optimum perfor-

mance which is much better than the ternary tree. The optimum performance is achieved

by choosing the optimum splitting factor for each N, Qo
N . We search the value of Q for

each N which gives the smallest value of mean CRI length, and the value of Qo
N is given in

Table I. These results show that the setting value of Q to a static value does not offer an opti-

mum performance of tree algorithm, instead it can be improved if the value of Q is changed

in accordance with the number of packets initially collide. This means that the number of

subgroups in the tree algorithm is an important parameter to reduce the probability of colli-
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Table 4.1: Optimum value of splitting factor,Qo(N) for adaptive Q-ary tree algorithm

N Q N Q N Q N Q N Q

1 - 21 17 41 33 61 49 81 64

2 2 22 18 42 34 62 49 82 65

3 3 23 19 43 34 63 50 83 66

4 4 24 19 44 35 64 51 84 67

5 4 25 20 45 36 65 52 85 68

6 5 26 21 46 37 66 53 86 68

7 6 27 22 47 38 67 53 87 69

8 7 28 23 48 38 68 54 88 70

9 8 29 23 49 39 69 55 89 71

10 8 30 24 50 40 70 56 90 72

11 9 31 25 51 41 71 57 91 72

12 10 32 26 52 42 72 57 92 73

13 11 33 27 53 42 73 58 93 74

14 12 34 27 54 43 74 59 94 75

15 12 35 28 55 44 75 60 95 75

16 13 36 29 56 45 76 60 96 76

17 14 37 30 57 46 77 61 97 77

18 15 38 31 58 46 78 62 98 78

19 16 39 31 59 47 79 63 99 79

20 16 40 32 60 48 80 64 100 79

sions and idle slots and hence offer an optimum time required for the resolution. These are

even much better than the modified tree algorithm which has mechanism to skip predictable

collision.

4.3.2 Skip Q-ary tree algorithm

The concept of slot skipping is to reduce the cost of solving the collision by eliminating

idle and colliding slots in the resolution. However, the conflict to be resolved remains the
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same. The idle and colliding slots are the slots that are predicted to be idle and collision,

respectively. Let denote the average number of predictable collided and idle slots as CN,Q

and IN,Q, respectively. The subscript N,Q represents the number of users and the splitting

factor as in the notation of mean CRI length,respectively, LN,Q.

• Expected number of skipped idle slots, IN,Q.

When all users have accessed the first j slots (where j ≤ Q− 1 ), it can be predicted

that the last Q− j slots will be idle. It means that the predictable idle slots can occur

in slot 2 to slot Q. We first compute the probability of idle for one slot (denoted by slot

j) with the following binomial distribution.

P[i j = 0] =

(
N
0

)
p0

j(1− p j)
N

= (1− p j)
N (4.8)

The probability that last j slots from Q slots, where j = 1,2, · · · ,Q−1, are idle is given

by:

P[i j = · · ·= iQ = 0] = (1− p j)
N − (1− p( j−1))

N (4.9)

The expectation of skipped idle in slot j to slot Q (where j = 2,3, ,Q), IN,Q, can be

expressed as:

IN,Q = 1(1− (p1)
N − (1− (p1 + p2))

N +2((1− (p1 + p2))
N

− (1− (p1 + p2 + p3))
N)+ · · ·+(Q−1)((1− (p1 + p2 + · · · pQ−1))

N

− (1− (p1 + p2 + · · · pQ))
N)

=
Q−1

∑
i=1

(
i

∑
j=1

p j

)N
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For the case when p1 = p2 = · · ·= pQ = 1
Q , equation (4.3.2) is reduced to:

IN,N =
1

QN

Q−1

∑
i=1

iN (4.10)

• Expected number of skipped collision slots

As aforementioned, the predictable collisions always occur in slot Q. To find the ex-

pression of CN,Q, let E[C] be the probability of of collision in slot Q when k out of N

users access this particular slot, where k ≥ 2. This can be given by:

E[C] =

(
N
k

)
(pQ)

k (1− pQ)
n−k (4.11)

Then, summation of equation (4.11) for all value of k yields to the average number of

skipped collisions in the resolution which can be expressed as:

CN,Q =
N

∑
k=2

 N

k

(pQ)
k (1− pQ)

N−k (4.12)

Equation (4.12) can also be expressed by subtracting the average number of all events with

the average number of success and idle slot Q as:

CN,Q = 1− (1− pQ)
N−1 (1+ pQ (N −1)) (4.13)

Eventually, the mean CRI length of blocked access skip Q-ary tree algorithm can be ex-

pressed as:

LN,Q = 1−CN,Q − IN,Q +
Q

∑
q=1

N

∑
iq=0

 N

iq

 piq
q
(
1− pq

)N−iq Liq,Q N ≥ 2 (4.14)

We shall now derive the close form expression of the mean CRI length of the skip Q-

ary tree algorithm in (4.14) based on [45]. First, let define L(z),
∞
∑

N=0
LN,Q

zN

N! . With LN,Q in
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(4.14), we find L(z) as follows:

L(z)=ez − epQzez(1−pQ) +(1+ pQz)ez(1−pQ)−
Q−1

∑
i=1

ez∑i
j=1 p j +(Q−1) (4.15)

+
Q−1

∑
i=1

i

∑
j=1

p jz+ ez
Q

∑
j=1

L
(

p jz
)
· e−p jz −Q(1+ z)

Defining L∗(z), ∑∞
k=0 L∗

kzk , e−zL(z) we then obtain:

∞

∑
k=0

L∗
kzk −

∞

∑
k=0

Q

∑
j=1

L∗
k .
(

p jz
)k
=−Q

∞

∑
k=0

(
(−1)k

k!
+

(−1)k−1

(k−1)!

)
zk (4.16)

+
∞

∑
k=0

(
(−1)k pk

Q

k!
+ pQ

(−1)k−1 pk−1
Q

(k−1)!

)
zk

by equating the coefficients of zk on both sides, this becomes

L∗
k

(
1−

Q

∑
j=1

(
p j
)k

)
= Q(−1)k k−1

k!
+(−1)k pk

Q
(1− k)

k!
(4.17)

− (−1)k
∑Q−1

i=1

(
1−∑i

j=1 p j

)k
− (Q−1)+ k ∑Q−1

i=1 ∑i
j=1 p j

k!
(4.18)

Finally, the closed from expression of the skip Q-ary tree algorithm can expressed as:

LN,Q = 1+
N

∑
k=0

 N

k


(−1)k


Q(k−1)+ pk

Q (1− k)−
Q−1
∑

i=1

(
1−

i
∑
j=1

p j

)k

−(Q−1)+ k ∑Q−1
i=1 ∑i

j=1 p j

(
1−

Q
∑
j=1

(
p j
)k

) (4.19)

The mean CRI length of the proposed skip Q-ary tree algorithms are plotted in Fig

4.4.(a) as function of number of collided packets. As expected, a significant improvement

to the ternary tree algorithm can be obtained when the proposed level skipping mechanism

is applied to tree algorithm for Q = 2,3 and 4. Further, it can be seen that the skip binary

tree offers the most significant improvement implying that the level skipping mechanism is

very effective to reduce wasted slots when number of subgroup is 2. The reason of these



69

results is explained as follows. In binary splitting where every collision is divided into only

two subgroups, a maximum amount of feedback (50% of the information) can be properly

utilized by the users by deciding to access or not to access between the two provided slots.

This yield to the condition where it is easy to predict what will occur in the second slot once

the feedback of the first subgroup returns. If the second slot is expected to be either collision

or idle, the system can directly skip the second slot. On the other hand, for other splitting

factor, the information in the feedback of one slot cannot be directly utilized by the users to

skip the unnecessary wasted slots. For example, feedback from slot 1 cannot be used to skip

the rest of slots except all the collided users access in this slots. To skip colliding slot, it also

has to wait for feedback from the first Q− 1 slots. In the consequence of these facts, there

are still many wasted slots due to collisions and zero transmissions causing more cost still to

be paid. For the special case of skip binary splitting, the results obtained here are apparently

similiar those in [42].

4.3.3 Skip Adaptive Q-ary tree algorithm

This proposed skipping mechanism will also be applied to the adaptive Q-ary tree

algorithm previously discussed. This forms a skip adaptive Q-ary tree algorithm. Since an

additional mechanism i.e. skipping mechanism is applied, the optimum splitting factor given

in Table 4.1 cannot be used in this adaptive splitting with skipping mechanism. Then, we

search the value of Q which gives the minimum mean CRI length for each N as shown in

Table 4.1. The mathematical expression of the mean CRI length of this skip adaptive splitting

can be obtained by modifiying the expression in (4.14) with changing Q by the value in the

table. However, due to the complexity of the derivation, the closed from expression of this

skip adaptive Q-ary tree algorithm cannot be delivered.

For the skip adaptive Q-ary tree algorithm where the two proposed mechanisms are

combined, further improvement is expected. As suggested in the results of the adaptive Q-

ary tree algorithm in III.A, the performance will be optimum if Q is not set to a static number
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for all number of colliding packets, but rather than dynamically changed accordingly to the

number of colliding packets. It is shown in the Fig. 4.4 that when Q is set to be Qo
N in Table.

4.1, this outperforms of the static skip binary tree algorithm. We can also see again that

the choice of Q =N is not optimum since it is inferior to the skip binary tree. Disregarding

the skipping mechanism, these results again prove that Q is an important parameter to be

set in order to reduce the average number of collisions and idle slots and hence optimum

performance of the algorithm.

In the previous results, we only consider the case when the collided users join each

subgroup with uniform probability. The skipping strategy allows the access probability in

each slot to bet non-uniformly. Intuitively, the resolution will require small number of slots

if the probability of success slots is high. In addition, we can force high probability of

success in the first view slots. Then, the probability of accessing the first view slots should

be set to optimum value. The optimum access probability is a function of the number of

collided packets; hence the value may differ for each case. Table 4.3 shows the lists of

the optimum value of p1 of the skipping binary tree. The value of p2 can be calculated by

1− p1. For skip ternary tree, the optimum values of p1 and p2 are shown in Table 4.4, where

p3 = 1− (p1 + p2).

Fig.4.6. shows the mean CRI length of Q-ary tree algorithm with the proposed skipping

mechanism and non-uniform access probability. It can be seen that there is an improvement

compared to those with uniform probability in Fig. 4.5. This again shows that with static Q,

the skip binary splitting is superior. As already explained, this can maximize the utilization

of information contained in the feedback. Moreover, the non-uniform probability makes the

proposed skipping mechanism very effective. For this binary case, the results is apparently

similar to the one proposed in [32, 40, 42]. The value of the optimum probability we found

also similar to the one in [40].

When non-uniform probability is applied to the adaptive skip Q-ary tree algorithm,
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Figure 4.4: Mean CRI length vs Number of packets in the initial collision (N) for skip Q-ary
tree algorithms (fixed Q) and skip adaptive Q-ary tree algorithms

this becomes the most complex algorithm since it needs to choose optimum setting for both

number of subgroups and the access probability. For the case of adaptive skip Q-ary tree al-
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Table 4.2: Optimum value of splitting factor, LQo(N) for skip adaptive Q-ary tree algorithm

N Q N Q N Q N Q N Q

1 - 21 12 41 23 61 35 81 46

2 2 22 13 42 24 62 35 82 46

3 2 23 13 43 25 63 36 83 47

4 3 24 14 44 25 64 36 84 47

5 3 25 14 45 26 65 37 85 48

6 4 26 15 46 26 66 37 86 48

7 4 27 16 47 27 67 38 87 49

8 5 28 16 48 27 68 38 88 50

9 6 29 17 49 28 69 39 89 50

10 6 30 17 50 28 70 40 90 51

11 7 31 18 51 29 71 40 91 51

12 7 32 18 52 30 72 41 92 52

13 8 33 19 53 30 73 41 93 52

14 8 34 19 54 31 74 42 94 53

15 9 35 20 55 31 75 42 95 54

16 9 36 21 56 32 76 43 96 54

17 10 37 21 57 32 77 43 97 55

18 11 38 22 58 33 78 44 98 55

19 11 39 22 59 33 79 45 99 56

20 12 40 23 60 34 80 45 100 56

gorithm with non-uniform probability, the non-uniform probability setting makes the mech-

anism for adaptive changing of the number of subgroup does not work well. The setting of

Q=2 is always more effective for resolving collision until the number of collided packets

is 39. The ternary subgroup (Q = 3) is getting better for the number of collided packets is

greater than 40. To find the possibility for using Q=4 , we seek the optimum probability until

N=1000. However, our results shows that Q=3 is the most effective. We plotted the results in
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Table 4.3: Values of optimum p1

N p1 N p1 N p1 N p1 N p1

1 - 21 0.08327 41 0.044 61 0.03 81 0.023

2 0.5 22 0.07974 42 0.043 62 0.03 82 0.023

3 0.4119 23 0.07650 42 0.042 63 0.029 83 0.022

4 0.3429 24 0.07351 44 0.041 64 0.029 84 0.022

5 0.2882 25 0.07074 45 0.040 65 0.028 85 0.022

6 0.2493 26 0.06818 46 0.040 66 0.028 86 0.022

7 0.2199 27 0.06580 47 0.039 67 0.027 87 0.021

8 0.1968 28 0.06357 48 0.038 68 0.027 88 0.021

9 0.1780 29 0.06150 49 0.037 69 0.027 89 0.021

10 0.1625 30 0.05955 50 0.036 70 0.026 90 0.021

11 0.1496 31 0.05846 51 0.036 71 0.026 91 0.020

12 0.1385 32 0.05615 52 0.035 72 0.026 92 0.020

13 0.1290 33 0.05501 53 0.034 73 0.025 93 0.020

14 0.1207 34 0.05362 54 0.034 74 0.025 94 0.020

15 0.1134 35 0.05210 55 0.033 75 0.025 95 0.020

16 0.1069 36 0.05000 56 0.033 76 0.024 96 0.019

17 0.1012 37 0.04900 57 0.032 77 0.024 97 0.019

18 0.09603 38 0.04800 58 0.032 78 0.024 98 0.019

19 0.09136 39 0.04600 59 0.031 79 0.023 99 0.019

20 0.08713 40 0.04500 60 0.031 80 0.023 100 0.019

Fig.6.(a). Since we seek the optimum performance until N=1000, the improvement of using

non-uniform probability in dynamic skip Q-ary tree algorithm can be seen clearly. We then

zoom the results in some points in Fig.6 (b)where the improvement can be seen clearly.

From the mean CRI length, we can also find the expected number of slots required

by one users to get successful transmission after its the collision resolution process starts

collision resolution time for one station, DN,Q. Since LN,Q is the number of slots needed to
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Figure 4.5: Mean CRI length vs Number of packets in the initial collision (N) for skip Q-ary
tree algorithms (static Q) with non-uniform probability

resolve N users initially collided, then DN,Q can be expressed as:

DN,Q =
LN,Q

N
(4.20)

To validate the presented analytical results of the mean CRI length, the simulation

results by using MATLAB are provided. For the blocked access mode, a collision can be

modeled without considering the packet arrival process. Simulations with considering the

packet arrival process will be given in 4.4 when the MST is analyzed. We set a case of

collision involving N occurs in a slot, then resolve them with the algorithm. We the set the

splitting factor/ frame size, Q. Users randomly select a slot in a frame with probability 1/Q.

If more than one users responds to the same slot, there will be a collision. As a result, a

new frame will be initiated right after the corresponding collision slot. Consequently, we

must shift the access slots for the users waiting for the transmission. The simulation will run

until all users has their own slot. Simulations were run for upto 50000 times. We present

the result of mean CRI length of 2-100 users. To compare the results of the analysis and

the simulation, we plot the mean CRI length of skip binary and ternary tree algorithm with

uniform and non-uniform probability as given in 4.7
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Figure 4.6: Mean CRI length vs Number of packets in the initial collision (N) for skip
adaptive Q-ary tree algorithms with non-uniform probability.
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Table 4.4: Values of optimum p1, p2

N p1 p2 N p1 p2 N p1 p2 N p1 p2

- - 26 0.068 0.069 51 0.035 0.483 76 0.024 0.322

2 0.5 0.142 27 0.066 0.065 52 0.035 0.483 77 0.024 0.322

3 0.366 0.324 28 0.063 0.064 53 0.034 0.483 78 0.023 0.322

4 0.31 0.391 29 0.063 0.061 54 0.034 0.483 79 0.023 0.322

5 0.274 0.455 30 0.063 0.059 55 0.033 0.483 80 0.023 0.322

6 0.242 0.516 31 0.058 0.063 56 0.032 0.484 81 0.023 0.322

7 0.216 0.569 32 0.056 0.063 57 0.032 0.484 82 0.022 0.322

8 0.194 0.612 33 0.054 0.063 58 0.031 0.484 83 0.022 0.322

9 0.176 0.648 34 0.063 0.053 59 0.031 0.484 84 0.022 0.322

10 0.161 0.678 35 0.063 0.051 60 0.03 0.485 85 0.021 0.656

11 0.148 0.148 36 0.475 0.049 61 0.03 0.485 86 0.021 0.323

12 0.138 0.138 37 0.476 0.048 62 0.029 0.485 87 0.021 0.656

13 0.128 0.128 38 0.476 0.047 63 0.029 0.486 88 0.021 0.322

14 0.12 0.12 39 0.477 0.046 64 0.028 0.486 89 0.021 0.322

15 0.113 0.113 40 0.045 0.477 65 0.028 0.486 90 0.02 0.322

16 0.107 0.107 41 0.044 0.478 66 0.028 0.486 91 0.02 0.659

17 0.101 0.101 42 0.043 0.478 67 0.027 0.487 92 0.02 0.32

18 0.096 0.096 43 0.042 0.479 68 0.027 0.487 93 0.02 0.318

19 0.091 0.091 44 0.041 0.479 69 0.026 0.338 94 0.019 0.314

20 0.087 0.087 45 0.04 0.48 70 0.026 0.332 95 0.019 0.308

21 0.083 0.083 46 0.039 0.481 71 0.026 0.328 96 0.019 0.684

22 0.08 0.08 47 0.038 0.481 72 0.025 0.326 97 0.019 0.491

23 0.076 0.076 48 0.038 0.481 73 0.025 0.324 98 0.019 0.491

24 0.073 0.073 49 0.037 0.481 74 0.025 0.323 99 0.018 0.491

25 0.071 0.071 50 0.036 0.482 75 0.024 0.323 100 0.018 0.491
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Figure 4.7: Analytical and simulation results of the mean CRI length of skip tree algorithms.
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4.4 Throughput Analysis of Adaptive and Skip Tree Algorithm

In this section the throughput analysis of the proposed adaptive and skip tree algorithm

will be presented. The throughput performance in terms of maximum stable throughput is

the focus of the analysis. We consider that the users generate packets following the Poisson

process. To confirm our results, the simulation is conducted for each mechanism.

4.4.1 Blocked Access

The channel throughput can be defined as the ratio between the average successful slot

and the time slots elapsed as expressed as:

S =
average successful transmission slot

average required slots
(4.21)

For the case of tree algorithm with blocked access, throughput can be found from the mean

CRI length, LN,Q, presented in previous where the mean CRI length represents the average

required slots. Since the new arrival packets are not allowed to access during the collision

resolution period the current resolution is finished, it is obvious that the successful slots

is exactly the number of users in the initial collision. Then, the throughput is the ratio

between the number of collided users and the mean CRI length. In [4], this ratio is called

as the effective service rate of the system. When the arrival packets is modeled as Poisson

distribution with the arrival rate is G, the system throughput can be then defined as the ratio

between the arrival rate and the average of LN,Q which can be given by:

S =
G

∞
∑

N=0
LN,Q

e−GGN

N!

(4.22)

By using this formulation, we find the maximum stable throughput of the adaptive

splitting tree algorithm to be 43.75% which is slightly higher than those when the splitting

factor Q=N that is 43.33 %. These results are much better than the blocked access tree

algorithms presented in [45] which is only 38.1 % with ternary feedback. To validate these
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Table 4.5: List of System Effective Service Rate N/LN

N N/LN,2 N/LN,3 N/LN,N N/LN,Qo N/LN,2, po N/LN,3, po N/LN,Qo, p0

2 0.4000 0.3636 0.4000 0.5000 0.5 0.4637 0.5

3 0.3913 0.3871 0.4068 0.5143 0.5183 0.4848 0.5183

4 0.3801 0.3866 0.4121 0.5174 0.5241 0.4930 0.5241

5 0.3726 0.3822 0.4158 0.5202 0.5271 0.4956 0.5271

10 0.3590 0.3726 0.4244 0.5248 0.5319 0.5005 0.5319

15 0.3548 0.3710 0.4276 0.5261 0.5327 0.5016 0.5327

25 0.3514 0.3688 0.4302 0.5271 0.5202 0.5020 0.5330

50 0.3490 0.3677 0.4323 0.5278 0.5328 0.5020 0.5330

75 0.3482 0.3670 0.4330 0.5281 0.5326 0.5019 0.5331

100 0.3478 0.3668 0.4333 0.5282 0.5324 0.5019 0.5332

results, simulations are conducted. The packet generation process is modeled as Poisson

traffic with rate G. For each value of G, we simulated the algorithms over 750,000 slots. Fig.

4.8 shows the throughput- packet delay curves of the algorithms based on the simulations.

Packet delay is calculated from the slot where the packet is firstly generated until the slot is

successfully transmitted. The figure shows that the value of maximum stable throughput of

proposed algorithms match with those in the table.

Analysis of free access tree algorithm has been comprehensively presented in [24, 45,

48]. These analysis utilize functional equations and other mathematical theories which make

the determination of the MST lengthy. Peeter in [56] comes with a new approach to find the

MST of the free access tree algorithms. He views the splitting process in the tree algorithm

as a branching process where a branch of the tree which represents a group of collision with

i packets ( i ≥ 2) will results in new branches which contain j users. The j packets in the

new groups can be from the initial collision and the new arrival. When the value of j is

0 and 1, it means that these particular slots are idle and success, respectively. These then

do not produce any new branch. On the other hand, new branches will be generated when
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Figure 4.8: Traffic Load vs. Delay.

j ≥ 2. This process is figured out into a matrix denoted as matrix M, in which each row

corresponds to the number packets initially collide, whereas each column corresponds to the

expected number of packets in a group after splitting. The MST can be determined from this

matrix by calculating its Eigen value. The MST exists if the dominant Eigen value is less

or equal to one in which this implies that the algorithm is still stable and able to work for a

certain value of arrival rate. The detail of matrix construction for the case of adaptive and

skip tree algorithms with free access will be explained in the sequel.

4.4.1.1 Free Access Adaptive Q-ary tree algorithm

In the blocked access case, optimum number of subgroups of the proposed adaptive

Q-ary tree algorithm can be found as in Table I. However, it is complicated for the case of

free access since the CRI length varies depending on the packet arrival rate. Therefore, free

access adaptive Q-ary tree algorithm will only consider Q=N.

As reported in [56], finding the MST of the tree algorithm needs two matrices; A and
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A. Matrix B represents the branching process in which the elements are the expected number

of slots which contain 0,1, . . . ,N number of users as expressed as:

Bi, j =



 i

j

 Qi

∑
q=1

pi
q(1− pq)

i− j i ≥ 2, j ≥ 2

0 otherwise

(4.23)

In this matrix, element in row i represents the number of users initially collided (0 . . . N-1)

and column j is the number of users which access the same slot after the splitting. Since this

is free access mode, we need to model the new packets arrival. In every row of the matrix,

each element represents the expected number of newly arrive packets (from 0 to ∞) joining

the resolution process. If all the elements in each row are summed up, it must be equal to 1.

Since the new arrived packet is assumed to be Poisson distribution, with arrival rate, λ , the

new arrival matrix and its each element can be respectively given by:

A =



a0 a1 a2 ... 1−∑∞
k=l−1 ak

0 a0 a1 ... 1−∑∞
k=l−2 ak

0 0 a0 ... 1−∑∞
k=l−3 ak

0 0 0 ...
...

0 0 0 ... 1


(4.24)

Where ak =
e−λ λ k

k! . Multiplication of matrix B and A will result in matrix M where the new

arrival be taken into account to the resolution process.

M = BA (4.25)

Removing the first two rows and columns does not change the end results since these rows

and column contain the expected number of idle and success slots which will not gener-

ate any new collision. From this matrix, the value of MST can be obtained by finding the
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dominant value of matrix A. We found that the MST for the free access adaptive Q-ary tree

algorithm is 0.3928. This result shows that the adaptive splitting is little inferior to the static

ternary splitting with the MST of 0.4015 [45]. From the results of matrix M, the adap-

tive splitting results in higher probability of idle slots compared to those ternary splitting.

This make the adaptive splitting is less efficient and has lower MST compared to the ternary

splitting.

4.4.1.2 Free Access Skip Q-ary tree algorithm

The proposed skipping mechanism explained in II. b) in the case of blocked access

cannot fully be adopted in the case of tree algorithm with free access. The skipping strategy

cannot be used to eliminate idle slots. There are two main reasons for this. Even though

the number of packets transmitted in each slot can be tracked but the packets cannot be

identified whether they are the collided packets or newly arrived packets. Secondly, a new

packet may arrive in the expected idle slots so letting these slots will increase the probability

of successes. Then, expected collided slots can be eliminated when the different between the

number of users in the initial collision and the number of users accessing slot 1 to slot Q-1 is

equal or greater than two. This is not necessary to distinguish the users in the initial collision

and the new arrival. We define a matrix of probability eliminated slots as P where its each

element can be expressed as:

Pi, j =



 i

j

∑Q
q=1 p j

Q

(
1− pi− j

Q

)
∏Q−1

1 b(q) i ≥ 3, i ≥ j,
(

i−
(

iQ +∑Q−1
1 b(q)

))
≥ 2

0 otherwise
(4.26)

Then the MST can be determined from the dominant Eigen-value of matrix A as follows:

M = (B−P)A (4.27)
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Table 4.6: Maximum stable throughput for tree algorithm with the proposed skipping mech-
anism

Algorithm
Blocked Access Free Access

Q pQ MST Q pQ MST

Skip Q-ary (fixed)

2 1/Q (uniform) 0.514 2 1/Q (uniform) 0.3926

3 0.477 3 0.4082

4 0.439 4 0.4011

Skip adaptive Q-ary
N 1/N(uniform) 0.501 N 1/N(uniform) 0.41412

Qo
N 1/Qo

N (uniform) 0.528

Skip Q-ary (fixed)
2 popt(N) (non-uniform) 0.532 2 0.6 0.403461

3 0.501 3 0.37 0.409848

Skip AdaptiveQ-ary Qo
N popt(N) (non-uniform) 0.533 NA

By using this policy we found that the MSTs of skip Q-ary tree algorithm with free access

for different values of Q are given is Table 4.6.

For the case of skip adaptive Q-ary tree algorithm with free access, we find its MST is

0.41412. This MST is the higher than those static splitting. The skipping mechanism helps

to reduce the number of collision slots and increase the number of success slots as the results

of matrix M in (4.25).

If we compare the MST of tree algorithms with the proposed mechanism for blocked

access and free access modes in this study, the blocked access mode offers much better

performance. It is shown that the proposed mechanism in free access mode does not work

as effective as in the blocked access one. This is because the blocking policy to the newly

arrived packets in the blocked access mode will reduce the probability of collision. Hence,

the collision resolution time is decreased. On the other hand, the free access mode which

allows newly arrive packets will contribute to the occurrence of new collisions.

At the end of this paper, we summarize the relation between the existing tree algorithm

and our proposed mechanisms as depicted in Fig. 4.9. Starting from the STA, the key fea-
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Figure 4.9: Development of framed-based random access protocols.

ture of it is binary splitting which requires only binary feedback. When another feature i.e.

collision skipping is applied, the STA evolve to MTA. Ternary feedback is required in this

evolution. These STA and MTA can form basic and modified Q-ary tree algorithms, respec-

tively, when the splitting is set to Q (Q ≥ 2). When known multiplicity is available, three

variations of tree algorithms namely adaptive Q-ary, Skip Q-ary and Skip adaptive Q-ary

tree algorithms can be formed. The adaptive Q-ary dynamically changes the splitting factor

in accordance with the number of collided users, while the skip Q-ary has the feature of

collision-idle skipping. The two latest will construct the skip adaptive Q-ary tree algorithm.



CHAPTER V

A Proportional Differentiation Model using Slotted Aloha
for Reservation-based MAC Protocols

In this section, we consider prioritization schemes for reservation-based MAC proto-

cols, in which the slotted Aloha [7] is applied during the channel reservation period. Nodes

are classified into multiple classes, with class-1 node being the highest priority. Each class

has a predefined reservation success rate with respect to that of class-1. This ratio is nor-

mally set in relation to the QoS requirement of each class. In this study, the objective of

the MAC protocol design is to satisfy this proportional differentiation requirement over all

classes, without sacricing much bandwidth utilization efficiency.

5.1 Introduction

Future broadband wireless access networks demand highly efficient MAC protocols

that are not only easy to implement at high speed, offer high throughput and low trans-

mission latency, but also can provide different quality of service guarantee. Reservation-

based MAC protocols are perceived as a very important approach towards achieving these

goals [59]. New emerging wireless standards have adopted this approach as an integrated

part, see ECMA-368 [61] for example. Such protocols have separate and alternating reser-

vation and data transmission periods in each frame. A mobile node will first make a channel

reservation by transmitting a request packet to the base station during the reservation period.

Upon successful reservation, the node is then assigned a data slot or more by the base sta-

tion for the data packet transmission on a contention-free basis. Since collisions only occur

during the reservation periods, very high channel bandwidth efficiency can be achieved by

making reservation slots much shorter than data slots, so called minislots. This commonly
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known concept has been adopted in numerous research studies. As multimedia services have

become prevalent, it is very important for MAC protocols to provide different quality of ser-

vices (QoS) for different classes of nodes. For reservation-based MAC protocols, different

priorities of nodes can be accomplished during reservation periods by using the following

two approaches. First approach is to design a reservation protocol that can differentiate the

reservation success rate between different classes of nodes. A set of rules defined by the

reservation-based protocol must guarantee that higher priority classes are more successful in

reserving the channel than the lower priority classes in a prescribed criteria. In the second

approach, the base station allocates bandwidth to each node in proportion according to their

demands; this occurs after the node has made a successful reservation. Note that one may

apply the combination of both approaches for achieving greater control and more effective

service differentiation. However, in this paper we concentrate only on the first approach. In

literature, prioritization schemes have been derived by using different service differentiation

policies. Some schemes adopt the policy that is completely discriminated against low prior-

ity class; all low priority nodes are not allowed to transmit any packet until all higher priority

nodes have already successfully accessed the channel [60]. Other protocols suggest policies

that are less discriminatory towards low priority nodes [62, 63]. For instance, low priority

nodes are allowed to compete against high priority nodes, but on average they experience

longer delay or attain lower throughput than those high priority nodes. This is commonly

referred to as proportional differentiation [64, 65].

5.2 System Model Description

To differentiate the QoS between J classes through reservation period, we propose a

frame structure of slots that is divided into K blocks with each block having a length of Mk

slots as shown in Fig. 5.1. Note that the data transfer period which immediately follows

the reservation period are not shown here. Let p jk be the access probability of class- j nodes
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for making reservation in block k where k ∈ {1,2, · · · ,K}. By strategically adjusting the

values of these parameters, i.e. Mk and p jk, we can achieve the proportional differentiation

requirement over all classes.

Figure 5.1: The frame structure for one reservation period

This generalized model can be devised into various different prioritization schemes,

three of which are presented here to illustrate its applicability and determine the effectiveness

of QoS differentiation provisioning. The first scheme (Scheme I) defines only one block, i.e.,

K = 1 and assigns different access probabilities for different classes, i.e. p jk = p j for ∀ j,k =

{1,2, · · · ,J}. To ensure that the higher priority nodes have higher probability of making

successful channel reservations than the lower priority nodes, we set p1 > p2 > · · · > pJ

As maintaining high overall success rate is of prime importance, parameters p j must be

optimized.

The second scheme (Scheme II) is based on the concept of complete partitioning where

a separate portion of slots is allocated for each class. This is achieved by setting K = J and

p jk = 0 if j ̸= k for ∀ j,k = {1,2, · · · ,J}. In this scheme, parameters have to be set to be the

optimum values according to the number of class- j nodes and the number of allocated slots

in the block j to obtain maximal overall success rates.

The third scheme (Scheme III) gives advantages to higher classes by forcing lower

classes to start their first access at later blocks. This is done by setting K = J and p jk = 0

if j > k for ∀ j,k = {1,2, · · · ,J}. This means that class-1 nodes are entitled to contend in all

available slots while other class-j nodes are required to delay or shift their first attempt until

the first slot of block k where j = k This mechanism ensures that the high priority nodes will
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always have advantages since they are always entitled to contend in more blocks of slots.

The access probability of all classes should be optimized simultaneously.

The performance of these three schemes will be compared to another scheme (Scheme

IV), which strongly discriminated the lower class nodes. That is the lower priority nodes are

allowed to access the slots if only if all higher priority nodes have succeeded. This makes a

possibility that there is no slot left for the lower priority nodes. If there are still some slots

left, then the lower priority nodes may begin their reservation accesses.

5.3 performance Analysis

In this section, we will present the mathematical analysis of our reservation model

with different classes of nodes. To start the mathematical expression, we first present the

analysis of the system with only one class. Let N be the number of active nodes competing

for reservation in a frame of M slots. Let S(N,M) denote the average number of successful

reservations. To compute for S(N,M), we write a recursive formula that expresses large

problems in terms of smaller ones as follows:

S(n,m) = Ps(1+S(n−1,m−1))+(1−Ps)S(n,m−1) (5.1)

where n ∈ {0,1,2, · · · ,N} and m ∈ {0,1,2, · · · ,M}. Ps = np(1− p)(n−1) is the probability of

a successful reservation in a slot and 1−Ps, is the probability of no successful reservation

due to either collision or idle. By recursively repeating this relation, eventually we will arrive

at very small problems, in which solutions are known and precisely they include S(0,m) = 0

and S(n,0) = 0 .

When there are J classes of nodes in the system, the average number of successful

reservations can be derived in a similar fashion as the single class case. Let N j be the num-

ber of class- j nodes, and p jk be the access probability of class- j nodes in block k, where

j ∈ {1,2, · · · ,J} and k ∈ {1,2, · · · ,K}. It should be noted that the values of p jk essentially
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depend on m and predefined by each scheme. For example, Scheme II would set the values

of p1k to p1 for 0 < m ≤ M and set to 0 for M1 < m ≤ M The average number of successful

reservations of class-j nodes for any scheme is given by:

S j(n1,n2, · · · ,nJ,m)

= n j p jk(1− p jk)
(n j−1)∏

l ̸= j
(1− plk)

(nl−1)[1+S j(n1,n2, · · · ,n j −1, · · · ,nJ,m−1)]

+∑
i̸= j

n j p jk(1− p jk)
(n j−1)∏

l ̸= j
(1− plk)

(nl−1)[1+S j(n1,n2, · · · ,n j −1, · · · ,nJ,m−1)]

+

[
1−

J

∑
j=1

(
n j p jk(1− p jk)

(n j−1)∏
l ̸= j

(1− plk)
(nl−1)

)]
[1+S j(n1,n2, · · · ,nJ,m−1)] (5.2)

Finally the overall average number of successful reservations of the system with J

classes of nodes, , is expressed as:

ST (N1,N2, · · · ,NJ,M) =
J

∑
j=1

S j(N1,N2, · · · ,NJ,M)

The ratio between the success rates of class-j nodes to that of class-1, r j , is defined as

a measure to indicate the success rate differentiation and can be expressed as:

r j =
S j(N1,N2, · · · ,NJ,M)

S1(N1,N2, · · · ,NJ,M)

5.4 Numerical Results and Discussion

To illustrate how effective the proposed model can provide proportional differentia-

tion in terms of reservation success rates, while achieving the maximal efficiency of slot

utilization, systems with M = 16 and N = 8 supporting two classes are tested with three dif-

ferent proportions of class-1 and class-2 nodes, i.e. (N1 = 2,N2 = 6), (N1 = 4,N2 = 4), and

(N1 = 6,N2 = 4). We summarize the actual mechanism used by each prioritization scheme

for differentiating between classes of nodes, and the parameters for optimizing the overall

successes in Table 1. For example, Scheme I applies the mechanism that increases the values
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of p1 so that class-1 nodes obtain a better chance of success, hence lowering the values of r2.

At the same time, this scheme strategically decreases the values of p2 such that the maximal

value of ST is accomplished for each increased value of p1 . In all schemes, parameter set-

tings are carefully selected to ensure that the success rates of class-1 nodes are always higher

than that of class-2.

Table 5.1: Details of how parameters are selected and optimized for each scheme.

Scheme Mechanism to differentiate classes Parameters to optimize for
maximal overall successes

I Increases p1 Decreases p2

II Varies M−1 Optimizes p1 and p2 independently

III Varies M−1 Optimizes both p1 and p2 simultaneously

IV
Class-1 nodes finish first before
Class-2 nodes can begin Optimizes both and simultaneously19

Fig. 5.2 (a)-(c) illustrate the average number of successful reservations of class-1,

class-2 and overall, respectively, when changing the probabilities p1, p2 and the number of

users in each class. When nodes are not differentiated in classes and probability to make

reservation is 0.1814 (p1 = p2) then we can achieve the maximum success reservation of

5.8148. When two classes are differentiated by increasing p1 and decreasing p2 , the success

rates of class-2 nodes are always inversely affected, while the success rates of class-1 nodes

exhibit various behaviors depending on the proportion of class-1 and class-2. If majority of

nodes are from class 1, the success rates of class-1 tend to degrade significantly; this also

contributes to significant drop in the overall success rates. However, at certain range of p1,

there is a gain for class-1 nodes, but very slightly. These results show that by adjusting the

values of p1 and p2, we can control the success rates of each class with fine granularity, at

the cost of overall success rates.

Fig. 5.3 shows the average number of successful reservations of class-1, class-2 and

overall by adjusting M1 as in Scheme II. Allocating different proportion of slots to class-1

and class-2 obviously is another means to differentiate the success rates between classes.
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Figure 5.2: The average number of successful reservations of (a) class-1, (b) class-2 and (c)
overall by adjusting p1 and p2 as in Scheme I.

Unlike changing p1 and p2, as in Scheme I, the adjustable parameter M1 is constrained to

only some discrete values. This becomes even more limited, when the majority of nodes

are from class-1. Having revealed some useful characteristics of slot allocation and varying

probabilities for controlling success rates, we will now directly compare the effectiveness of

the three proposed schemes under different success rate differentiations.

Numerical results presented in terms of the normalized overall successful reservations

as a function of r2 for all four schemes are shown in Fig. 5.4. The proposed schemes can

provide a control across the entire range of r2 . This is in contrast to the scheme IV, in

which only a single value of r2 is achieved. Such a feature of our schemes serves well for

the requirement of proportional differentiation between classes of nodes. All three schemes

offer comparable performance and exhibit similar behavior in terms of success rates with

slight variation in scheme II where there are a series of abrupt changes. This is due to

the discrete nature of complete partitioning. Interestingly enough, Scheme IV exhibits the
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Figure 5.3: The average number of successful reservations of class-1, class-2 and overall by
adjusting M1 as in Scheme II.

highest overall success rates. In general, when prioritization is imposed, the overall success

rates will degrade. Two factors that influent this degradation include whether the majority of

nodes is of low-class and when the targeted value of r2 is low. For the worst case, the overall

success rate can drop below 50% if two out of eight nodes are of high-class and the target for

r2 is 0.1. These results suggest that there is a tradeoff between controllability and the overall

success rates, when selecting prioritization schemes.
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Figure 5.4: The normalized overall successful reservations against r2 for M=16.



CHAPTER VI

Conclusions

This thesis investigated the performance of framed slotted Aloha and the tree algo-

rithms with different types of feedback information; binary, ternary, and known multiplicity.

Four fundamental mechanisms for resolving collision are introduced as basic building blocks

for the construction of a wide range of random access MAC protocols. The delay analysis in

terms of mean CRI length is conducted when the protocol is applied on the blocked access

mode. The analytical model for finding the value of the mean CRI length is expressed in the

recursive formula. Especially for the tree algorithm with the proposed skipping mechanism,

the closed-form expression can be derived. Throughput of the proposed tree algorithm are

analyzed under the blocked access and free access mode.

From the obtained results, the following conclusions can be drawn:

1. The proposed analytical evaluation has shown that the use of feedback information, if

used efficiently, plays a vital role in delay performance improvement. For known mul-

tiplicity, the maximum achievable MST of 0.533 is obtained by our proposed random

access protocol that is derived by the combination of splitting mechanism, adaptive

frame size, slot-skipping type II, and non-uniform access. For the ternary feedback,the

maximum achievable MST of 0.381 is accomplished by using splitting mechanism,

static frame size, slot-skipping type I, and non-uniform access, which was the protocol

proposed by [30, 45].

2. In the frame-based access protocols, the frame size is an important parameter to set to

minimize the idle and collision slots. It reveals that the adaptive changing of the frame

size in accordance to the number of collided packets is more effective compared to the
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case when the fixed frame size.

3. The skipping strategy type II which skips predicted collision and idle slots is effective

to be applied especially in the blocked access mode. However, it is not fully applicable

for the case of free access mode since the idle slot cannot be predicted since it is not

possible that new and collided packets can be distinguished.

4. This study also found that the blocked access tree algorithms with skipping type II is

more superior compared to those free access algorithms since the contention is less

severe by not allowing the newly generated packet to join then in progress collision

resolution.

5. In the tree algorithm, slot skipping strategy will be more effective if it is applied with

non uniform access probability.

6. For the framed slotted Aloha, a considerable improvement is clearly shown when the

adaptive frame size is combined with the skip strategy type II. This can overcome the

problem of exponential growth of the mean CRI length of the framed slotted Aloha

with fixed frame size. This results in a great improvement of MST where the achiev-

able MST is 0.408.

7. Based on the four fundamental mechanisms: i) splitting mechanism, ii) adaptive frame

size mechanism, iii) slot-skipping mechanism and iv) non-uniform access mechanism.,

we are able to classify the framed-based random access protocols as illustrated in Fig.

6.1.

8. The development of the frame-based random access protocols and the relation be-

tween them can be drawn in a systematic diagram as depicted in 6.1. It shows that

there are 13 variations of frame-based MAC protocols that can be developed with the

aforementioned fundamental mechanisms. All the protocols with shaded boxes are the
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contributions of this thesis.

Figure 6.1: Classification of framed-based random access protocols with the four fundamen-
tal mechanisms.
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APPENDIX



Close Form of Mean CRI length of Skip Tree Algorithm

In this appendix we present the derivation of the mean CRI length of the skip tree

algorithm in 4.

We first define the exponential generating function of LN,Q by
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Multiplying the recursive-form of LN,Q in equation 4.14 by zN/N! and summing both
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Using the expression in (1), we will proceed the derivation as follows
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L∗(z),
∞

∑
k=0

L∗
kzk , e−zL(z) (4)

By using (4), we transform (3) to

e−zL(z)=
Q

∑
j=1

L
(

p jz
)
· e−p jz −Q(1+ z)e−z +(1+ pQz)e−zpQ

−
Q−1

∑
i=1

e−z(1−∑i
j=1 p j) +(Q−1)e−z + z

Q−1

∑
i=1

i

∑
j=1

p je−z (5)

Expanding both sides of (6) to a taylor series around z= 0 and letting L∗(z)=∑∞
k=0 Bk

∗zk
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and equating the coefficient of zk we get for k ≥ 2

∞

∑
k=0

L∗
kzk −

∞

∑
k=0

Q

∑
j=1

L∗
k .
(

pqz
)k

=−Q
∞

∑
k=0

(
(−1)k

k!
+

(−1)k−1

(k−1)!

)
zk

+
∞

∑
k=0

(
(−1)k pk

Q

k!
+ pQ

(−1)k−1 pk−1
Q

(k−1)!

)
zk

−
∞

∑
k=0

Q−1
∑

i=1

(
1−

i
∑
j=1

p j

)k

(−1)k zk

k!

+(Q−1)
∞

∑
k=0

(−1)k zk

k!
+

∞

∑
k=0


Q−1
∑

i=1

i
∑
j=1

p j (−1)k−1

(k−1)!

zk

L∗
k

(
1−

Q

∑
q=1

(
pq
)k

)
=−Q

(
(−1)k (k−1)!+(−1)k−1 k!

k!(k−1)!

)
+

(−1)k pk
Q − (−1)k−1 kpk

Q

k!

−
(−1)k

Q−1
∑

i=1

(
1−

i
∑
j=1

p j

)k

− (−1)k (Q−1)+(−1)k k
Q−1
∑

i=1

i
∑
j=1

p j

k!

= Q(−1)k k−1
k!

+(−1)k pk
Q
(1− k)

k!

− (−1)k

Q−1
∑

i=1

(
1−

i
∑
j=1

p j

)k

− (Q−1)+ k
Q−1
∑

i=1

i
∑
j=1

p j

k!

L∗
k=(−1)k

Q(k−1)+ pQ
k (1− k)−

Q−1
∑

i=1

(
1−

i
∑
j=1

p j

)k

− (Q−1)+ k
Q−1
∑

i=1

i
∑
j=1

p j(
1−

Q
∑

q=1

(
pq
)k

)
k!

By the definition of (1) and (4) we obtain



111

∞

∑
N=0

LN,Q
zN

N!
=L(z), eZL(z) =

∞

∑
l=0

zl

l!

Q

∑
j=1

L∗
kzk

=
∞

∑
l=0

∞

∑
k=0

L∗
k

l!
zl+k

∞

∑
N=0

LN,Q
zN

N!
=

∞

∑
N=0

N

∑
k=0

L∗
k

(N − k)!
zN

By equating the coefficient of zN , we obtain

LN,Q

N!
=

N

∑
k=0

L∗
k

(N − k)!

LN,Q=1+
N

∑
k=0

N!(−1)k

Q(k−1)+ pk
Q (1− k)−

Q−1
∑

i=1

(
1−

i
∑
j=1

p j

)k

− (Q−1)+ k
Q−1
∑

i=1

i
∑
j=1

p j


(N − k)!k!

(
1−

Q
∑

q=1

(
pq
)k

)

= 1+
N

∑
k=0

(
N
k

)(−1)k

Q(k−1)+ pk
Q (1− k)−

Q−1
∑

i=1

(
1−

i
∑
j=1

p j

)k

− (Q−1)+ k
Q−1
∑

i=1

i
∑
j=1

p j

(
1−

Q
∑

q=1

(
pq
)k

)
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