Chapter IV
Analysis of corpus

There are 50 sentences in the corpus of this study (see
Appendix A). These sentences are selected to illustrate different
linguistic phenomena, such as a relative clause, nominalized clause,
syntactic paraphrase, lexical ambiguity, non-proiective sentence, etc.

A1l sentences in the corpus will be analyzed by CUPARSE into D-trees
and conceptual networks, using rules and links based on manual
analysis of the corpus sentences. This chapter describes in details
the analysis of the corpus. It is divided into four sections. Three
sections are the analysis for each module in CUPARSE: LD, DTC, and
CC4. The last section describes the details of the output of analysis

in the corpus.
4.1 LD analysis

The main function of LD an@lysis is to solve ambiguity at the
lexical level. Since the number of lexical ambiguity in this study is
quite small., LD énalysis is not the main part of analysis in this
study; therefore, only two rules are needed to analyze sentences in
our corpus: NCompV and PrefV. Rule NCompV solves ambiguity of a
wordform which can be a bomplementizer as well as other categories.
Rule PrefV solves ambiguity of a wordform which can be a verb as well
as other categories. The prefix "n11" or "A2W", if exists, helps
determine that the wordfori helnnes tu LLe verb category. Rule NCompV
states that if a sequence of lexemes [N, [COMP], and [V] is found as
three continuous segments, the lexemes in these segments which are

not [N], [COMPl, [V] respectively will be deleted. Rule PrefV states
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that if a sequence of lexemes [PREF] [V] is found at two continuous
segnents, the lexemes in these segments which are not [PREF] [V] will
be deleted.
(1) a) Rule : NCompV
if (-)=[N] and (¥)=[COMP] and (+)=[V]
then SELECT (-) which is [N]
SELECT (%> which is [COMP]
SELECT (4> which is [V]
endif
b) Rule : PrefV
if (¥)=[PREF] and (+)=[V]

then SELECT (%) which is [PREF]
then SELECT (4) which is [Vl

endif

4.2 DTC analysis

The main function of DTC analysis is to construct a D-tree
from a sequence of lexemes and assign syntactic cases. To construct a
D-tree from an input sentence, the priorities of relation are used as
the basis to determine the order of relation to be constructed. These
priorities are bﬁsed on manual analysis of the corpus sentences,
which is also used as a basis to postulate rules in various modules
of CUPARSE. This manual analysis is presented in 4.2.1. fhis is
followed by postulation of rules in 4.2.2. The grouping of rules in

various phases is in 4.2.3. Ordering of links is discussed in 4.2.4.

4.2.1 D-tree analysis of corpus

Before any priéwitirq n" »ules can be postulated, adequate
linguistic information is required for the structure and dependency
relation of the 50 sentences in our corpus. This information is

derived from a detailed manual analysis of the sentence. Each
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sentence will be analyzed into a D-tree, such as the sentence "131 o
a { Qe < . .

ABNWILAAT N MAYUAL" is analyzed into a D-tree as follows:

(2) [ 14 ]

L} 1 {}
I 1 i

(SUBR) ( FOBR ) ( LATPR )

- s '
[van 1 C ﬂanwataa% 1 [ #avuay 3
Manually analyzed D-trees of the corpus are on Appendix B.

4.2.2 Postulation of rules

This section is divided into two topics: rules for syntactic
cases and priorities of rules.

4.2.2.1 Rules for syntactic cases

Syntactic cases are assigned from category sequence of
adijacent lexemes in a sentence. For.example, syntactic case NUMR is
sssigned when the sequence [CRDNILCLSS] is found. This sequence is
considered as the condition of rule NumR for dependency construction
between noun and classifier. Each rule consists of condition and action
comrands used for syntactic case construction. The following is the
exapple of ‘rule NumR. (For the entire list and formulation of rules,
see Appendix D)

(3) Rule: NumR
if (#)=[CRDN1 and (+)=[CLSS]
then allocate node ni
link (%) to be left depender of ni
link n1 to be left depender of (4)
assign [NUMR] to nl
design (%) to be [N1; design (+) to be [N]

endif

A rule can be used for one or more syntactic cases. For
example, rule NumR, which considers the condition CCRDNICCLSS1, is

used for only syntactic case NUMR. Rule VRaux, which considers the
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condition [VILRAUXJ, is used for both syntactic caées RATTR and RASPR.
In addition, a syntactic case can be assigned from more than one
condition, such as syntactic case COMPR which is assigned from the
condition [NI[COMPILV] as well as [NI[ADJ]. In this case, more than
one rule is required. These are rules NCompV and NAdj. The list of

rules used for syntactic cases and their conditions are as follows:

(4) Rule Condition Syntactic cases

TopSubR [NILV] TOPR, SUBR

FobSobR CVILN] FOBR

ClesR CNILCLSS] CLSSR

NunR CCRDNILCLSS] NUMR

LdetR CLDETILN] LDETR

RdetR CNICRDET] RDETR

LauxV CLAUX1LV] LMDR, LASPR,LTNSR, LATTR

VRaux CVILRAUX] RATTR,RASPR

AdiR C[VILVADJ] ADJR

NCompV CNILCOMPILV] | COMPR

NAdj CNILVADJ] COMPR

NpnN CNICPREPNILN] POSSPR

NpN CNICPREPILN] LINPR

VpvN [VI[PREPVILN] MWITHPK, BENPR, COMPPR

VpN CVILPREPILN] LATPR,LINPR, RFROMPR,RTOPR,
LONPR.LFRTPR, ABOUTPR

pNV CPREPILNILV] LINPR

In the corpus, these rules cannot readily apply to
sentence 33. This sentence is non-projective (see 2.2.1, 3.5) An
additional rule is then needed tn snlve this non-projective problem
before other rules can apply. Rule NClssDist in (5) is used to adjust
the sequence of lexemes for this purpose. It checks whether or not
the classifier, which is adjacent and to the right of the noun,

belongs to the noun. If it does not belong to that noun, a new noun




83

will be searched so that the classifier can be moved to connect with
this new noun.
(5) a) S33: U3IEN UTATA ABNWILAAT U WMAINEARE 10 LATay
b) Rule: NClssDist
if (%)=[NJ] (+)=CCLSS] and *.CLSSG <> +.MORPH then
if LSEARCH for X that X.CLSSG = +.MORPH then
MOVE (+) to connect to X endif
endif

4.2.2.2 Priorities of rules

The priorities as described in 2.2.4 are used as the
basis of dependency construction. A vrelation which has higher
priority should be constructed before that with the lower priority.
Since a relation is constructed by rules, the priorities concerned
are priorities of rules. The priorities of rules are obtained
directly from the desired output D-trees. For example, the D-tree of '
sentence 21 is shown as (6a).

® &)  S21: dutlae LAmw TUsunTH 4 Tu MawAy
o
La8u
_ SUBR \FO} LINPR
N e
quday : TU5unTn MEUay

RDETR
'\g
%

The priorities between syntactic cases in this sentence
obtained from this D-tree is shown in (8b). There is only one PPT, '
FOBR > LINPR because the relations N¢-prep-N, RDET->N, and RDET(-N
are not possible. Priorities of svntactic cases in (6b) are changed
to be priorities of rule as shown in (6c). Example (7) shows another
D-tree and priorities of rules obtained from sentence 26.

(8) b) IPT : FOBR > LINPR
BPT : RDETR > FOBR




PPT : FOBR > [N¢-prep->N1 (Tusunsy 1 Hasuaw) => LINPR
RDET 5> CRDETC->NI (1 Hasuat)
¢) IPT : FobSobR > VpN
BPT : RdetR > FobSobR
PPT : FobSobR > NpN

a { 4 ’ < < o £ ]

(7)Y a) S26: AANWILERT Y‘!ﬂ LRIy U ﬁa\auau LU ABNWALEHAT ‘Zu T
2
Ll

SUBR FOBR »

i

. o 1 ¢
ABNWILABT ADNWILADT
~

5
CLSSR LINPR CLSSR
\4 \ < N\

(AI8Y  WAVUAL

/ _
LDETR COMPR

nn T9

L]

b) IPT

CLSSR > LINPR
BPT

(1]

LINPR > SUBR

LDETR > CLSSR > SUBR

COMPR > CLSSR > FOBR

LINPR > [NC-OVEQU] (Masuau i) => SUBR

PPT @
CLSSR > [N(-prep->N1 (1A%ay 1w Hawuaw => LINPR
LDETR > [NC-SLDET] (RauwaLAd nn)

¢) IPT : ClssR > NpN

BPT : NpN > TopSubR
LdetR > ClssR > TopSubR
NAdj > ClssR > FobSobR

PPT : NpN > TopSubR

ClssR > NpN

Priorities of rules extracted from the study of D-trees

of the 50 sentences are listed as follows:
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(8) S2:
S3:
S4:
S5:

S6:

572

58:

59:

S10:

511:

S12:
S13:

Si14:

5153

S16:
517:
518:

5192

BPT
IPT
TPT
BPT
I1PT

PPT

BPT
BPT

PPT
BPT
PPT
BFT
PPT

BPT

BPT
IPT
BPT
1PL
BPT
IPT
BPT

IPT
IPT
BPT
IPT

(1]

.

(1]
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FobSobR > NCompV » FobSobR
LauxV > TopSubR

LauxV > LauxV > TopSubR
FobSobR > NCompV > TopSubR
FobSobR > VpN.

FobSobR > NpN

AdiR > NCompV > FobSobR
NumR > FobSobR

RdetR > ClssR > TopSubR
ClssR } TopSubR

RdetR > ClssR » TopSubR
ClssR > TopSubR

RdetR > ClssR > NpnN > TopSubR
NpnN » TopSubR

NpnN > NAdj

ClssR > TopSubR

ClssR > NAdj

TopSubR > NCompV > TopSubR
RdetR » TopSubR

RdetR > TobSubR

FobSobR > VRaux

RdetR > FobSobR

FobSobR » vaN

RdetR > FobSobR

NCompV > RdetR

TopSubR > NCompV > TopSubR
RdetR > TonSrhR '
FobSobR > VpuN

FobSobR ) VpvN

RdetR > TopSubR

LauxV » TopSubR



S20:
S521:

S22z

w0
no
L]
.

S24:

525z

S26:

527z

PPT
IPT
IPT
BPT
PPT
IPT
BPT
PPT

BPT

PPT
BPT
BPT
PPT
IPT
BPT
PPT
IPT

BPT

PPT

FobSobR > VpN

FobSobR > NpN

LauxV > TopSubR 5 PNV
FobSobR > VpN

RdetR > FobSobR

FobSobR > NpN

FobSobR > VpN > VpN
RdetR > FobSobR

FobSobR > NpN

VpN > NpN

NpN > TopSubR

NAdi.> ClssR > FobSobR
NpN > TopSubR

NpN > DNV

TopSubR > NCompV » TopSubR
NAdj > ClssR > FobSobR
TopSubR » NCompV » ClssR > TopSubR
NAdj > ClssR > FobSobR
ClssR > TopSubR

ClssR > NpN

NpN > TopSubR

LdetR > ClssR » TopSubR
NAdj > ClssR > FobSobR
NpN > TopSubR

ClssR 5 NpN

ClssR > NpN

NpN > TopSubR

LdetR >_Numn s vison 2 10pSubR.
NAdj > ClssR > FobSobR
NpN > TopSubR

ClssR » NpN\
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531:

S32:

S33:

S34:

535:

IPT
BPT

PRE
IPT
BPT

IPT
BPT

PPT

IPT
BPT

PPT

BPT

PPT
IPT
BPT
IPT
BPT
IPT

"

(1]

ClssR > NCompV

TopSubR > NCompV > TopSubR
NAdj » ClssR » FobSobR

LdetR > NumR > ClssR > TopSubR
ClssR » NCompV

ClssR > NpN

NNJ)T@$mR

NAdj » ClssR > FobSobR

LdetR » NumR > ClssR > FobSobR
NpN » TopSubR

ClssR > NpN

ClssR > NpN

NpN* » TopSubR

LdetR > ClssR > TopSubR

NAdi > ClssR > FobSobR

NpN > TopSubR

ClssR > NpN

ClssR > NpN |

LdetR > ClssR > TopSubR

~NpN > TopSubR

NAdj > ClssR > FobSobR
NpN > TopSubR

ClssR > NpN

NAdj » ClssR > FobSobR
RdetR > ClssR > TopSubR
ClssR > TopSubR
FobSobR > VpvN

NumR > ClssR > FobSobR
FobSobR > VpvN

NumR > ClssR > FobSobR
TopSubR > TopSubR
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S537:

Sa8:

S39:

S40:

S41:

S42:

5432

S44:

545:

BPT

IPT
BPT
PPT

IPT

" BPT

PR
IPT
BPT

BT

"BPT

BPT

PPT
IPT
BPT
IPT
BPT

BPT
PPT
iri
BPT

PPT
IPT
BPT

(1]

L]

RdetR » ClssR > TopSubR

LdetR > NumR » ClssR > TopSubR
LauxV » LauxV »TopSubR

NCompV > VDN '

FobSobR > NpN

FobSobR > VpN

VpN > NCompV » VpN

FQbSobR > NpN

LauxV > FobSobR

NCompV > TopSubR

RdetR > TopSubk

LauxV > LauxV > TopSubR
AdjR > NCompV > FobSobR
NCompV > FobSobR

RdetR > ClssR » VpvN > AdiR
RdetR > ClssR > TopSubR
ClssR > TopSubR

VRaux > AdjR

VpvN > AdiR

FobSobR > VpvN

FobSobR » VpvN

NpnN > FobSobR

FobSobR > VpvN

NpnN > TopSubR

LauxV > pNV

NpnN > FobSobR

FobSobR > pNV

FobSobR > TopSubR
LauxV > TopSubR
FobSobR > TopSubR

NpnN > FobSobR
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PPT : FobSobR > TopSubR
546: IPT : TopSubR » PNV
BPT : NpnN > TopSubR
PPT : NpnN > TopSubR
anN > NAdj
S47: IPT

LauxV > LauxV > TopSubR
BPT : NCompV > FobSobR

NpnN > FobSobR

S48: IPT : LauxV » TopSubR
FobSobR » VRaux
549: IPT : FobSobR » VRaux ) VRaux

S50: IPT : VRaux > VRaux
BPT = RdetR > ClssR > TopSubR
PPT : ClssR » TopSubR
These priorities of rules can be represented as the

priority graph in (9).

(9) LdetR

7N

PxU"ﬂR -——____% C]"SR

W\

> A |

,&

FobSobR/ f
\ N

VR&UX

¥

e S
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This priority eraph shows three different conflicts,

listed in (10). These conflicts are bidirectional.

(10> a)» TopSubR > NCompV and NCompV > TopSubR
FobSobR > NCompV and NCompV > FobSobR
VpN > NCompV and NCompV > VpN
h) NAdj > ClssR and ClssR > NAdj
c) ClssR > NCompV and NCompV » ClssR

The conflict (10a) results from the relative clause. It
is found as the junction between the relative clause and the main
clause. This conflict can be resolved by separating the analysis
process of the relative clause from the main clause. This solution
denotes that the embedded clause should be constructed before the
main clause; therefore. not only relative clauses but also
nominalized clauses should be treated as separate processes.

The conflict (10b) results from PPT of sentence 10. It
can be resolved by adding wore conditions for the rule NAdi. as shown
in (11), that the construction N->VADJ is done if and only if there
still is at least one verb, which has no other category value, to the
left or to the right of the head noun. This solution lgads to the
deletion of priority ClssR > NAdj in sentencer 10, because the
relation Lﬁgﬂﬁ-)ﬁWQ does not match this rule, since there is no verb

left to the left or the right of La7aq.

S10: 1987 1B LATaSENW LATAY B LW
(11)  Rule: NAdj ' |
if (¥)=[N] (+)=LVADJ1 and
if LSEARCH for X that X ecual to [V] or
RSEARCH for X that X equal to [V]
then construct N-COMPR->VADJ

endif



The conflict

PPT of sentence 28. This conflict can be resolved by placing rule
clssR in two positions, before and after rule NCompV and adding the
condition to rule ClssR that the relation N->CLSS is constructed only
when CLSS is a complete noun. The CLSS is a complete noun when it has
some lexemes, such as CRDN, RDET, or a relative clause, as its
modifier. The first rule of ClssR is uséd for the priority ClssR >
NCompV., while the second is used for the priority NCompV ? ClssR. As
a consequence of this solution, rule ClssR applies before NCompV to
sentence :28 ‘because "Lﬁ%aﬁ" is modified by "ﬁ@ 10". Rule NCompV
applies before ClssR to sentence 25 because at the time the first
clssR is found, "Lﬁ%aﬁ" is not a complete nouns therefore, the first
rule of ClssR does not apply. After rule NCompV applies. "tﬁ%aé"_
becomes a complete noun nodified by a relative clause. The second

rule of ClssR will then apply as shown in (12).

a 4 4 ) 9] < a £ '
S25: AANWILADT LATAY N LET 7 tiUu ABHWILART ju Tuu

a ¢ b 4 4 % ] a £ )
S28: AAHWILABT NN 10 LRTAY N L31 1d LU ABHUWILEDT Tu Td

(12) CLSSR S28 applied
NCompV s28 applied 525 applied HusmD
CLSSR 525 applied

The new priority graph after all bidirectional conflicts
are resolved is shown in (13). In this graph, the priority AdjR >
NCompV is removed because it is the priority in a relative clause.
This g¢raph represents only the priofities for the main clause phase.
However, from this graph, a new conflict,A which is a circular
conflict, is found. These are NAdj > ClssR, ClssR > NpnN, and NpnN >
NAdj.
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. RdetR-Y ‘ .
YPYN '

- &
TUSUDE*&——————:—T:NCompv

To solve confliet (13d), the ecircular 1link nust be? Sodde
broken by removing one of the three possible priorities. In this case
the priority NpnN > NAdj, which results from PPT of sentence 10 énd
46, can be deleted, because rule Nadj does not apply when there is no
verb left to the left and the right of noun (see (11)). The relations
"Lﬁ;aqaud—COHPR->uw¢" and "ﬂﬂﬂﬁ?tﬁﬂ%—CéMPR-)Qﬂ" in sentences 10 and
46 respectively, cannot be a candidate of construction anymore
because there is no verb left, and "5781" is decided to be a noun in

these sentences.

4 a ¢ 4 s
S10: 91817 72V LATRIWUW LATEN @ U

k1 4
S46: ‘lu nmsﬂ 7187 a9 ﬁam'i*zma'i gﬂ A




N/

AdjR FobSobR =~

1N\ / ﬁ\\é’wpw :
T \\\vﬁgw

'\\j\ b LauxV o ik
¥ A

4.2.3 Links and phases

Rules are organized into 1links and phases. The former is a

- Strategy to obtain efficiency of the system. ~Thet«latter< isoht

linguistically motivated. Each phase analyzes a different linguistic
phenonenon. |

This section is divided into two parts. The concept of
grouping rules into links is described first. The analysis phases are
described later.

4:2:3.1 Groupihg rules into links

To obtain efficiency of the system, rules are organized
into links. There are five criteria to determine which rules can be
placed in the same link.

1. No priority link.

If no priority exists between rules A and B. they can be

e

e
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placed in the same link.

2. BPT with left depender.

If BPT exists between rules A and ﬁ: rules A and B can
be placed in the same link if and only if rules A and B are used for
relations X<-Y and Y¢(-Z respectively, and the subtree in (15a) is
constructed from the lexeme sequence ...X...YL..Z. Since the window
scope scans the lexeme sequence from left to right, rule A is applied

before rule B as shown in (15¢) because the windows bind lexemes X Y

before Y Z.

(15) a) z b) rule A = X¢-¥
¥ rule B : Y¢<-Z
o
) e Xeee Yoo aBanis =) ‘rule A is applied
C1-%+r]
......... VereZouus =) rule B is applied
[1-%+4r]

2. IPT with right depender.
If IPT exists between rules A and B, rules A and B can

be placed in the same link if and only if rules A and B are used for

relations X->Y and X->Z respectively, and the subtree:in (18a) issu

constructed from the lexeme sequence ...X...Y...Z. Since the window
scope scans the lexeme sequence from left to right, rule A is applied

before rule B as shown in (18¢) because the windows bind lexemes X Y

before Y Z.
(16) a) X b) rule A : X->Y
QQT\\g
Y 7% rule B : X->Z
3 SRR Yon Vil aaas => rule A is applied
[1-%+1]

..... (R, . SR => rule B is applied
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d. PPT in All Right Chain (ARC).

If PPT, which is obtained from ARC construction. exists
between rules A and B, rule A and B can be placed in the same link if
and only if rule A is used for relation X->Y and rule B is used for
[Y¢->Z1, and the subtree in (17a) is constructed from the lexeme
sequence ...X...Y...Z. This is because rule A is to be applied before
rule B, as shown in (17¢).

(17> a) X
a :::\\\A

b) rule A : X-)>Y

Yy Z rule B = [Y(->Z]
¢) ....%...Y...Z => rule A is applied before rule B
Cl1-%+r] ‘

e. PPT in Left-Right Chain (LRC).

If PPT, which is obtained from LRC construction, exists
between rules A and B, rule A and B can be placed in the same link if
and only if rule A is used for relﬁtion X->Y and rule B is used for
[Y(-)i], and the subtree in (18a) 1is constructed from the lexeme
sequence ...X...Y...Z. This is because rule 4 is to be applied before
rule B, as shown in (17¢).

(18) a) Z b) rule A : X->Y

v rule B : [Y¥(-)Z]
N

Y
¢) ....X...¥...Z => rule A is applied before rule B
[1-#4r]

In addition to the above criteria, the grouping of rules
into links may require an additional rule to facilitate the
repetition of certain rules which construct-relations between a head
and its left dependers. Thesé are rules LAuxV and TopSubR. The
example (19a) shows that the rule LAUXV matches the second LAUX
before the first LAUX. The first LAUX will lose an opportunity to
patch the rule LAUX unless the window scope is shifted to the left

most lexeme as shown in (18b) and (19¢); therefore, in the link which

e
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contains the rule having left repeating relations, an additional rule
containing "shift(B)" comnand needs to be placed after those rules.
The repetition also occurs in the right relations, such as VRaux, VpN;
however, no extra rule is needed because the window scope already

scans from left to right.

(19) 8) vevnnnns LAUX LAUX V...
| [1-%4r]
S R LAUX V......
[1-#+r]
£) eveeennns LAUX V.......
[1-%+r]

4.2.3.2 Rule phases

As pointed out earlier, rule ordering éan also be
linguistically motivated. Embedding is a natural linguistic
phenomenon. In the parsing process, enbedded clauses need to be
analyzed to yield embedded sub-structures of the D-tree before D-tree
of the entire clause can be constructed (see conflict 10a in 4.2.2.2)3
therefore, rules are organized into two major phases: enbedded phase
and nain clause phase. The embedding phase can be divided into two
phases: relative clause phase and noninalized clause’phase; @inuive

1. Relative clause phase

A relative Clause is an embedded clause that begins with
the marker "ﬁ". From the 50 sentences. four syntactic cases, SUBR,
FOBR, ADJR and LFRTPR, are found in relative clauses. These syntactic
relations are constructed by rules TopSubR, FobSobR, AdjR and VpN
respeétively. No priority exists among these rules. They. therefore,
can be placed in the same link which is the only one link contained
in this phase. This phase begins when the prefix "ﬁ" is found, and
ends when the right boundary of a relative clause, which is LAUX,
RDET, VCMN, VEQU or #, is found. The link used for this phase is

shown in (21).
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(21) Link : LRelC
if CCOMP] is found then
do loop _
if (¥)=[V] (+)=[N] then apply rule FobSobR
if (%¥)=C[N] (+)=L[V] then apply rule TopSubR
if (#)=[V] (4)=[VADJ] then apply rule AdjR
if (¥)=C[V] (+)=CPREP] (r)=[N] then apply rule VpN
if (+)=[LAUX] or [RDET] or [VCMN] or [VEQU] or # then
apply rule NCompV and exit
endloop
endif
2. Nominalized clause phase
‘A nominalized Clause is an embedded clause that begins
with the prefix "n29". In the corpus. only one synﬁactic case, FOBR.
is found in all nominalized clauses. This syntactic case is
constructed by rule FobSobR. This phase begins when the prefix "n13"
is found, and ends when the right boundary of a nominalized clause,
which is either LAUX or # in this study, is found. Only one link is
needed for this phase. This link, LNomC, is shown in (20).
(20) Link : LNomC | HE T T RA
if "n15" is found then ®
do loop
if (#)=[V] (+)=[N] then abply rule FobSobR
if (+)=[LAUX] or (+)= # then apply rule PrefV and exit
endloop
endif
Note that the prefix "A774" is not a nominalized clause
marker. It is used as a nominal prefix for VADJ.
2. Main clause pbasé
Main clause phase is more complex than embedding phase

discussed above, since it consists of many 1links. each of which




contains a number of rules.
discussed in 4.2.2.2, rules
shown in (22).
(22) LauxV = LdetR =
NAdj - =) ClssR =b.
VpvN => VpN =)
AdiR =>  TopSubR =>
These rules

NunR =>
NpnN =)
NpN =
DNV

RdetR =)
FobSobR =>
RAux =)
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According to the priority graph (14)

can be ordered as a linear sequence as

are then organized into seven links, based

on the five criteria discussed in 4.2.3.1, as shown in (23).

(23)

nominali

Link LLmod
Link LRmod1
Link LRmod2
Link LNpnN
Link LObject
Link LPrep

Link LMain

LauxV, LdetR. NumR

NAdj. RdetR

Clssk

NpnN

FobSobR

VpvN. VpN. NDN

VRaux, AdiR, TopSubR. pNV

4.2.4 Link order

There are

zed

seven

clause phase,

links in the main clause phase, one link in

addition., there is rule NClssDist which is used for adiusting:

projective _sentences

as

described

in 4.2.2.1.

This

and one link in relative-clause-phase:-In—~

the“nonis

rule forms a

separate link, LAdjust. Altogether, there are ten links in DTC. These

links need to be ordered. The order used is as follows.

(24)

phases,

LLmod =)
LRmod2 =)
LNpnN =)

LAdjust =5
LRelC =%
LObiect =5,

LNomC =)
LRmod1l =>
LPrep =)

LRmod1
LRmod2

Leain

=)

=)

Left modification is coﬁmon in Thai and it can apply in all

so it

is placed first in the link order. Link LAdjust needs

to be applied before the 1links to analyze the nominalized clause,

~relative clause, and main clause phases; therefore, it is placed

second. Links LNomC and LRelC analyze embedded clauses so they should

.

b T
LUl

& NUd




impediately follow LAdjust. rule ClssR must be applied

However,
before and after rule NCompV (see conflict 10c in 4.2.2.2); therefore,
link LRmod2 must be placed = before and éfter LRelC. However, link
LReod2; therefore, both LRmodl and

nust be

LRmod1 applied before

LRmod2 must be placed before and after link LRelC. All these factors

leads to the link order for all phases as presented in (24) above.

. 4.3 CCA Analysis

The mpain task of CCA is to convert syntactic cases in a D-

tree into conceptual cases in a conceptual network. Following is
presentation of the conceptual hierarchy, conceptual case constraints
and case mapping proposed for the analysis of senteﬁces in the corpus.
These are grouped under the heading components of CCA analysis in
4.3.1. This is then followed by the analysis phase in  CCA in 4.3.2.

4.2.1 Components of CCA analysis

4.3.1.1 Conceptual hierarchy

A

There are 74 wordforms in our corpus. Of these, 10 are
function words., 83
and content word.
conceptual - attributes and 53 word concepts have been proposed. These

word concepts are orgenized into conceptual hierarchies as follows.

(25) a) CONCRETE
INANIMATE ANIMATE ORGANIZATION SPACE

s

HANUFACTURE NATURAL PLANT ANIMAL HUMAN  COMPANY INSTITUTE

fugay  U3Hn EELRET:

are content words. and one is both:function word - -

To represent meahing of these content wordsyilluori.

CONSTRUCTION

ARTIFACT ﬁm

l . 131 r* l

PLACE THING

) a {
f ABNWILADT

2
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BUILDING PART_BUILDING ARTIFACT PLACE THING
138N #as uw1ingaie 1A
- o Y < 'y 4 o £
AHAINEIRE  vBSuAL #a LATAIWNW
'Y (3
ywasuatl
r |' ] UIHN
FURNITURE MACHINE PART_MACHIXNE CQHHUNICATION
The AauRaLAaT  H11aRdA I
3 , o |
LAT8Y #i128A2I831 MEDIA PRODUCT TOOL
4 & 4 «a {4
LATE SR AIMIC TIBI LATEVUNY

‘ ‘ ; E a 4
rfm/‘nm‘su AENWLADT
b) ABSTRACT |

| R
| l | I 3

NUMBER  TIME MEASURE  PROPERTY HUMAN_INTELLIGENCE
10 o dTeRNEAW ’
10000 vt 5181 = ‘\\‘

L0 MONEY LEKGTH ... LANGUAGE THOUGHT Musiz
Lt un ARIC CREEN
wiqg Tilunau
(309
¢) EVENT
AC%ION SI%TE
CHLNGE' CRéATE PROLESS STXTUS EXILT DESCRlBE
1818 LHeu 1 [———l~ y N Ll
Vi B 18 PROPER. Y -—;{l&NNER a8
A oan, 1100
15318 0 159
219 fw o an,
T



101

4.2.1.2 Conceptual cas€ straints

As discussed earlier in  2.3.5, conceptual case
constraints are represented as the properties of the head concept.
Some constraints are regarded as general or default constraints, such
as the concept "TIME", which is regarded as a default. constraint on
the conceptual case TIM. Others are considered individual constraints
since they are properties or features of individual head concepts.
such as constraints on conceptual cases OBJ and INS. Default
conceptual case constraints needed for the analysis of our corpus are
listed in (26) while individual constraints are listed in (27).

(26)  CSTIM => "TIME"
CSLOC =» "SPACE"
CSMAN => "STATUS"
CSMNS =» "ABSTRACT"
CSINS => "TOOL"
CSTIM_B => "TIME"
CSTIM_E => "TIME"
CSNUM => "NUMBER"
(27) HEE : CSAGT => "HUMAN"

: CSOBJ => "CONCRETE", "ABSTRACT"

L350 : CSAGT => "HUMAN", "MACHINE"
: CSOBJ => "PRODUCT"
: CSINS => "MEDIA", "LANGUAGE"
11 : CSAGT => "HUMAN", "MACHINE"

CSOBJ =) "MANUFACTURE"

=R
s}
.

"CSAGT => "HUMAN", "ORGANIZATION"
CSOBJ => "CONCRETE"

CSINS => "MONEY"

CSOBJ => "CONCRETE", "ABSTRACT"

Da
.

CSOBJ => "CONCRETE"

®wD eD
o | ==
L1

CSOBJ =)> "THOUGHT"
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NN CSAGT => "HUMAN", "MACHINE"

TEERL CSAGT =»> "HUMAN", "ORGANIZATION"

CSOBJ => "CONCRETE", "MONEY"

CSAFF => "HUMAN", "ORGANIZATION"

LL]

J5¢3n8ATW : CSPRPT => "HUMAN", "MACHINE", "ORGANIZATION"

Lﬁu : CSOBJ => "CONCRETE", "ABSTRACT"

CSCMPL => "CONCRETE", "ABSTRACT"

e : CSAGT =) "HUMAN"
: CSOBJ => "PRODUCT"
: CSINS =) "TOOL"
iy : CSAGT => "HUMAN", "MACHINE", "ORGANIZATION"
: CSOBJ => "CONCRETE", "ABSTRACT"
i : CSAGT => "CONCRETE", "ABSTRACT"
: CSOBJ =) "CONCRETE", "ABSTRACT"
7181 : CSPRPT =) "CONCRETE"
: CSCMPL => "MONEY"
15 : CSOBJ => "CONCRETE"
219 : CSAGT =) "ANIMAL"
: CSOBJ => "CONCRETE"
4174 : CSOBJ =) "CONCRETE"
o : CSOBJ => "CONCRETE", "ABSTRACT"
aé : CSOBJ => "CONCRETE", "ABSTRACT"

4.2.1.3 Case mapping

Mapping of. syntactic cases onto conceptual cases are of
two types: default napping and individual mapping. Default mapping
need not be specified in a lexeme since it is predictable which
conceptual cases . correspond to syntactic cases. For example,
syntactic case POSSPR corresponds to conceptual case POSS. This
mapping information is left wunspecified. Default mapping in this

study are listed in (29).



(29)

such as

RFROMPR => TIM_B
RTOPR => TIM_E
MWITHPR => MNS,INS
LATPR => LOC
LONPR => LOC
LFRTPR => LOC
LINPR => LOC,TIM
COMPPR => CMP
BENPR => AFF

ADJR => MAN

NUMR => NUM

CLSSR => CLSS,QUAT
ABOUTPR => ABOUT

POSSPR => POSS
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Individual mapping of cases are defined as features,

MSUBR, MFOBR, MCLSSR, on the head concept. Following is the

list of individual mapping for head concepts used in this study.

(30)

1818 : MSUBR
: MFOBR
LDEu : MSUBR .
: MFOBR =
19 : MSUBR
, : MFOBR
%a : MSUBR
: MFOBR
o
A : MSUBR
an, : MSUBR
|
n, : MSUBR
9
RERIT : MSUPR
1738 : MSUBR
: MFOBR

AGT, TOP

.0BJ

AGT,OBJ,TIM LiEls
OBJ

AGT,O0BJ,TINM

0BJ

AGT,O0BJ, INS,TIM
OBJ

OBJ

OBJ

OBJ

AGT,TIM
AGT,OBJ.TIM

OBJ
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(X}

MTOPR => OBJ
J5anEa1W : MPOSSPR =) PRPT
L : MSUBR =) OBJ

L]

MFOBR => CHMPL

B : MSUBR =) AGT.INS,O0BJ,TIN
: MFOBR => OBJ

o : MSUBR => AGT,MNS,OBJ
: MFOBR =) OBJ

i : MSUBR =) AGT
: MFOBR => OBJ

7981 MPOSSPR => PRPT

3

MSUBR => PRPT
: MFOBR => CMPL

199 : MSUBR =) OBJ

219 : MSUBR =) AGT,OBJ
: MFOBR => OBJ

#2149 : MSUBR =) OBJ

T : MSUBR => OBJ

ﬂé =

MSUBR => ORJ,TIM e

4.3.2 Aralysis phases

The analysis process in CCA consists of two main phases: the
assignment of all possible conceptual cases and the selection of the
appropriate one.

A relaﬂive clause poses a unique phenomenon. Either subject
or object of the verb is missing; therefore, another phase is added
as a preliminary step. This is the supplying of the missing subiject
or object. This- results. in CCA having three phases altogether:

subject-object resupplyings case assignments; and case selection.
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4.3.2.1 Subject-obiect resupplying

In a relative clause. either SUBR or FOBR case of
relative verb is omitted. The syntactic case COMPR in the D-tree is
uéed as a clue to trigger this preliminary phrase. Rules in (31a)
apply to resupply the missing cases. These rules are organized into
link LRelMissSubFob which is the only one link in this phase. Example
in (31b) shows the status of windows when the obiect of a relative
clause is omitted. Examples in (31c) and (31d) show the status of
windows when tﬁe subject of a relative clause is omitted. 3

(31) a) Rules for finding the missing case.
if (4+)=CV] and (¥)=[COMPR] and
CSEARCH from (4) for A that A=[SUBRI]
then FOBR missing : assign [FOBR1 to (4)
else if (4)=[V1 and (¥)=[COMPR] and
CSEARCH from (+) for A that A=[SUBR] not found

then SUBR missing : assign [SUBR] to (4)

endif
4 =

b) Al - (AL N L8 90D

N

[ COMP] * =) add C[FOBR]

Nu 9”
an - :
Vra
[SUBR] A
e
129
' 1 s

c) Al - (A N 9N 137

Y

LCOMP] 3 =) add [SUBR]

in o+
LFOBR]
L0
4

d) Ay - (AL N &)

K

LCOMP] * => add [SUBRI]

“

2] +
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4.2.2.2 Case assignment

Ccase mapping and conceptual case constraints are
information used for the assignment of conceptual cases. Case mapping
is used to define possible conceptual cases. Each possible conceptual
case will be checked against the constraints. For example, If the
syntactic case SUBR relates the lexeme "9¥" to the lexeme "tu1", and
the environment of the lexemes "9%" and "131" are as (32b) and (320)
respectively while default constraints is (32a). Conceptual cases AGT,

L

OBJ and TIM will be assigned to the syntactic relation between "L

and "1%". These cases are then checked against the constraints of "11".

‘The constraints on AGT, which aré "HUMN" and "MACH". intersects with
the feature UPCP of "i31", which are "HUMN", "ANIM". and "CONC". On
the other hand, the constraints on OBJ. which is "MANUF". does not
intersect with the feature UPCP of "yv231", and the default constraint
on TIM does not intersect with the feature UPCP of "111"; therefore.
AGT is assigned as the conceptual case of "t21" and "q§" as shown in
(32d).

(32) a) default constraint: TIM => "TIME"

b) lexeme : g T

individuval map =» MSUBR
individual constraints => CSAGT : "ANIM". "MACH"

=> CSOBJ : "MANUF"

¢) lexeme = "i131"
UPCP : "HUMN", "gﬁlﬁ", "CONC"
d) "i37¢-SUBR-1i" =y "1BC-AGT-11"

"Rules used for assigning conceptual cases in exanmple (32)
ére»presented in (33). ’
(23) if -.MSUBR = [AGT] then

if -.CSAGT = +.UPCP then

assign [AGT] to (¥) endif

endif

AGT. OBJ. TIM R R R
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if -.MSUBR = [OBJ] then
if -.CSOBJ = +.UPCP then
assign [OBJ] to (%) endif
endif
if -.MSUBR = [TIM] then
if -.CSTIM - 4+.UPCP or +.UPCP = "TIME" then
assign [TIM] to (¥) endif

endif

" The verb in a relative clause is different from that of

the wain clause because one of its argument nouns is its head and one

depender. Rules for case assignment in the relative clause

consider both arguments at the same time. (34a) contains rules

used when syntactic case FOBR relates the depender but the SUBR case

pissing. Example (34D shows the status of windows when these

rules apply.

(34) a) Rules used for relative clause with object depender.

if +.RELMS = [SUBR] and (*)¥[COHPR] and

CSEARCH from (+) for A that A=[FOBRI] R AnAIL 1

if +.MSUBR = [AGT] then LE TR
if +.CSAGT=-.UPCP then assign [AGT] to (%) endif

endif

if +.MSUBR = [OBJ] then
if +.CSOBJ=-.UPCP then assign [OBJ] to (%) endif

endif

if +.MFOBR = [OBJ] and B is.child of 4 then
if +.CSOBJ=B.UPCP then assign [OBJ] to A endif

endif

endif
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: 4 o
b) Al - (A% N 0 L37)
S
[COMPR] %

n_+

\
[FOBR] A
\

g4

121 B
Rules used when the depender in the relative verb has
the SUBR case and the FOBR case is missing are given in (35a).
Exanple (35b) shows the status of windows when these rules apply.
(235) a) Rules used for relative clause with subiect depender.
if +.RELMS = [FOBR] and (%)=[COMPRI] and

CSEARCH from (4+) for A that A=[SUBR] and B is child of A then
if +.MSUBR = [AGT] then
| if +.CSAGT=B.UPCP then assign [AGT] to A endif
endif
if +.MSUBR = [OBJ] then

if +.CSOBJ=B.UPCP then assign [OBJ] to A endif
endif
if +.MFOBR = [OBJ] then

if +.CSOBJ=-.UPCP then.assign [OBJ] to (%) endif
endif , AR

endif
by au_- (a1 Lmn §
[COMPR] *
in +
[SUBR] A

tp1 B

an  exception to this is the relative clause in which
there is no depender argument noun. (236a) gives rules used for this
type of relative clause. Example (38b) shows the status of windows

when these rules apply.
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(38) a) Rules used for relative clause with no depender.
if +.RELMS = [SUBR] and (%)=[COMPRI] and
CSEARCH from (+) for X that X=[FOBR] not found
if +.MSUBR = [AGT] then
if +.CSAGT = -.UPCP then assign [AGT] to ¥ endif
endif
if +.MSUBR = [OBJ] then

if +.CSOBJ=-.UPCP then assign [OBJ] to (¥) endif

endif
endif
4
b) aun - (AL N 3)
[COMPR] *
A
A +

a1l rules used in this phase are organized into two
links., LCaseAssign and LCaseAssignl, since there are many rules in
this phase.

4.3.2.3 Case selection

The mapping between syntactic and conceptual cases can
be one to one or one to many. In the latter case, the process to=
select the appropriate one is needed. Example (37) shows that SUBR-
can map onto both AGT and OBJ depending on whether the feature UPCP
of "i131" -corresponds to either the animate concept or the concrete
concept. In the sentence "rgn 2N ﬁﬂﬂﬁ?taa% T # ﬁ f219", two
conceptual cases can be assigned between "i131" and 944" as in (37d).
If the conceptual case derived fromn FOBR is OBJ as shown in (37e),
the conceptual case OBJ derived from SUBR is canceled and thus AGT is
selected.

(37) a) The lexeme = 21N
individual map =» MSUBR : AGT. OBJ
MFOBR : OBJ
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individual constraints =) CSAGT : "ANINM"
CSOBJ : "CONC"
b) lexeme : L3
UPCP : "HUMAN,ANIM, CONC"
c) lexeme : ﬁauﬁalﬁaé
UPCP : "THING,SPACE,EQEQ,MACH,ARTIF,MANUF,INANH,TOOL,COHM".
d) t231¢-SUBR-21¥ =) 131¢-AGT-2¥
=) 181<¢-0BJ-214
e) 214-FOBR->RaNNILAY =) 914-0BJ->AaNN2L AT
The ambiguity of conceptual case is often found in the
mapping of syntactic case TOPR, SUBR, FOBR and SOBR. This is solved
by the use of case frame, which is the feature of verbs. The case
frame in ﬁhis study is considered only from the perspectives of these
four syntactic cases. The conceptual cases that correspond to the
case frame specified as feature of the verb will be selected. For
exanple, the case frame of the lexeme "274" are [AGT.0BJ] and [OBJI.
If SUBR can map onto AGT and OBJ, and FOBR map onto OBJ, then AGT is
preferred for SUBR and OBJ for FOBR because it corresponds to the

case frame [AGT,0BJ] or [A01 of the verb "214". An exanple of case

selection rules used for the verb with case frame A0 is“in (38a). The ™ "= °

status of windows when these rules apply is shown in (28b)
(38) a) Rules used for case frame AO
if -.CFRM = [AO0] then
if (¥)=[AGT] and CSEARCH from (-) for A that A=[OBJ]
then select [AGT] for (%) and [OBJ] for A endif

endif
b) 114 -
™
CAGT] * [OBJ] A
\ a f
| i ‘ ADNWAILEDT

Case selection rules used for relative clause are

different from those of the mﬁin clause. An example of rules used for
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.

the verb with case frame A0 in a relative clﬁuse is in (3%a). The
status of windows when these rules apply is as (39b) or (38c).
(39) a) Rules used for case frame A0 in relative clause
if +.CFRM = [40] then
if CSEARCH from (+) for A that A=[SUBR] and .
(*)=[OBJi and A=[AGT] then
select [AGT] for A and [OBJ] for (%) endif
if CSEARCH from (+) for A that A=[FOBR] and
(#¥)=[AGT] and A=[OBJ] then
select [AGT] for (%) and [OBJ] for A endif
endif

- “‘ «
b) au - (A N 90 127)

[OBJ] A
L1

4 o
c) Al - (AU N L3 90)

™,

[OBJ] *
N,
n o+
/
[AGT] A

pd
L2
Rules used for case selection are organized into Link
LCaseFrame, which is only one link used in this phase. The order of

links in CCA used for the corpus is list as follows: LRelMissSubFob,

LCaseAssign, LCaseAssignl, LCaseFrame.

4.4 Output of analysis

CUPARSE analysis yields two levels of output for every
sentence: a D-tree at the syntactic level and a conceptual network at

the conceptual level. Tke symbol "[1" encloses lexical nodes in a D-
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tree and concept nodes in a conceptual network, while the symbol "O"
encloses case nodes. The symbol "i" is used to represent. dependency
relation. In & conceptual network, this symbol ends or begins with
either "V" or "A" to denote a depender. The symbol "V" is.used when
the depender is located in the following line and the symbol "A" is
used when the depender is on the preceding line. However. since all
dependency relations in a D-tree are downward, no symbol is needed.
The head in a D-tree is placed in the preceding line. For example.
the lexene "1" is the depender of "ﬂau§1tﬁa%" in a D-tree (40a). The
concept "HAVE" is the head of the concepts "COMPUTER" and "HARDDISK"
in a conceptual network (40b).
(40) s2: 131 ¥ Aewiaimad A A Faiadde

a) I 11 1 By € USE 1

(SUBR) ( FOBR ) v v

! o (AGT) ( OBJ )
Cig1 1 [ fansriaad 3 : !
C v v

( COMPR ) [HE 1 C[COMPUTER]

( FOBR ) A

{ a ¢
[ §19aa8a ] [ HAVE 1]
A
( 0BJ )

v
[HARDDISK]
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output of all the 50 sentences in the corpus analyzed by
CUPARSE are listed in Appendix B.

During the analysis of these sentences, there are
interesting instances of ambiguity, the handling of prefixes and

case mapping, which should be pointed out and discussed.

4.4.1 Lexical ambiguity

Lexical ambiguity results from homonyms of one wordform
having more than one meaning. There are two lexical ambiguities in
the corpus. The first one is the ambiguity between "ﬁ" which
represents the concept "LAND" and "ﬁ" which is used as a relator. Thé
second is the ambiguity between "Qﬂ“ vhich represents the concept
"CHEAP" and "Qn" which represents the concept "CORRECT".

The "g" ambiguity is found in many sentences. Disambiguation
of this ambiguity can be done by the use of LD rule NCompV. The
sentences which can be successfully disambiguated by £his rule are
the sentences 2.7,36.37,38,39, and 47 (see Appendix A). Only one
possible path 1is, therefore, generated for these sentences. However,
there are sehtences which cannot be disambiguated by this rule. These
are sentences 5,8,11,15,24,25, and 28. Two possible’ paths" are-
generated for these sentences, but only one path succeeds during the
syntactic analysis phase.

For sentences having the "Qn" anbiguity, which are sentences
46 and 47, on the other hand, two possible paths are generated and
both paths are syntactically successful because the lexenes "CHEAP"
and "CORRECT" have the same category value. Disambiguation in these
two sentences is done by conceptual case constraints. The following
examples illustrate the possible paths for "Qn" and the dictionary

information used for disambiguation.
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(41) a)  S46: ‘I JuEh 3987 199 ABNWILART an Al
S47: fmay M an 3w S P P PO TP EIT L
b) Path 1: "Qn“ represents the concept "CHEAP",
Path 2: "gn" represents the concept "CORRECT".
¢) PRICE : CSMAN = "PRPT_STS"
UPCP = "ABST,PRPT"

ANSWER : UPCP = "THOUGHT,HM_INTLL,ABST"

CHEAP : CSOBJ = "CONC"
UPCP = "PRPT_STS, STATUS, STATE, EVENT"
CORRECT : CSOBJ = "THOUGHT".

UPCP = "MAN_STS,STATUS,STATE,EVENT"

In sentence 46. path 1 is semantically correct because CSMAN
of the concept "PRICE" matches UPCP of "CHEAP", while path 2 is
sepantically incorrect because CSMAN of the "PRICE" does not match
UPCP of T"CORRECT". In sentence 47, oOn the other hand. path 2 is
sepantically correct because CSOBJ of "CORRECT" mnatches UPCP of
"ANSWER", while path 1 is semantically incorrect because CSOBJ of
"CHEAP" does not match UPCP of "ANSWER" as shown in (41).

4.4.2 Category ambiguity

The lexeme with category ambiguity is a lexeme which has more«w:

than one category value for MAJCAT or MINCAT. Each value indicates
the syntactic potential of the lexeme in terms of the syntactic
processes which it can undergo. In the corpus, category anbiguities

are found in the lexemes as listed in (42).

4

(42) N MINCAT: PREP, COMP
5989 MINCAT: CMNN, VEQU
18 MINCAT: RAATT. LAATT

4 o
Lngni MINCAT: PREPN, PREP

Aa MINCAT: LAAMD. LAATT
#a MINCAT: CMNN, CLSS
aé MINCAT: VCMN. RAASP



115

Disambiguation of categories is done by the first applicable
syntactic process which the ambiguity features undergo. The category
value which matches that of “the syntactic rule will be selected. For
example, the category value of "ﬁ" in sentence & is PREP because rule
VpN matches the lexeme sequence "9y g ﬁacusu". On the other hand, the
category value -of “ﬁ" in sentence 7 1is COMP because rule NCompV
natches the lexeme sequence "ARNNIL AR T 3 f197m" as shown in (43).

(43) S6: 1171 1F AauWLAad M Masudy
v PREP N => rule NpN apply
§7: 131 1F AauwLAad B e LT
N COMP V => rule NCompV apply
Another example showing category disambiguation of "7187" by
syntactic rules is given in (44).
(44) S9: \ataind 1aTav 8§ 1187 uuy
vV Adj => rule AdiR apply
S10: 9181 #aN Lﬁ%aeauﬁ Lﬁ%aﬁ ﬁ WY

N PREPN N => rule NpnN apply

4.4.3 Nominal prefix

A nominal prefix is the lexenme used as the marker for a
noninalized clause or a nominal noun. There are two nominal prefixes
in this study: "n13" and ”ﬂ?ﬂu". "n19" is the prefix used for a
nominalized clause. "A274" is the prefix used for a nominal noun and
it is found immediately to the left of VADJ lexeme. It changes the
category of that Ilexeme into noun as shown in (45). After this
process, the lexeme "gauaq” will have the syntactic property of a noun.

(45)  S17: &nlay sy Tusunau A28 A2 FI
PREF VADJ
=)  g®uiav Lap TUTUNTN 6928 T

NOM
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The prefix "n1i" is found to the left of VCMN lexeme. It
changes the category value of that lexeme into noun. However, before
the category changing rule applies, arguments of the VCMN lexeme
should be attached to the VCMN first as shown in (46). After that,
the lexeme "z#78" will have the syntactic property of a noun.

(46) S43: UTsRnEAW 129 AANWALABY LHN B8 N1 (TEIE-IMUIEAIINAT)
PREF VCMN
s UTeRnEATw 1Ay ABNEILABT LHN B8 (TBNE->WEIEAIINTY)

NOM

4.4.4 Case mapping

A comparison of D-trees and conceptual networks vielded by
CUPARSE as output of the analysis reveals various forms of
correspondence between syntactic cases and conceptual cases. First.
there are sentences which have identical syntactic cases but
different conceptual cases. Second, there are sentences which have
identical conceptual cases but different syntactic cases.

4.4.4.1 One to many mapping

Sentences with identical syntactic cases but different
conceptual cases aré sentences 18, 17. In these two sentences, ‘the
syntactic cases are the same but the difference is found in the
mapping of MWITHPR. In sentence 16. MWITHPR maps onto conceptual case
INS while in sentence 17. it maps onto MAN.

(47)  S16: Autay L3gu TUTUATH A28 AIWAC
S17: #uilay Lasw TUsunTH A28 AN EIUA

Selecting conceptual cases depends on therconstraints on
INS and MAN ’in lexene "Lﬁﬂu", as shown in (48). The UPCP "ABST" in
(48¢c) is assigned .from the grefix "a7q4". In (48), CSINS of L3eu
matches UPCP of "a1s1C"3; therefore, INS is selected for sentence 16.
On the oﬂher hand, MAN is selected for sentence 17 because the

default CSMAN matches UPCP of "#auna”.
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(48) a) The lexeme: iigu
CSINS = "MEDIA,LANG"
CSMAN default = "ABST"
b) The lexeme: A#1C
UPCP:"LANG, HM_INTLL, ABST,MEDIA, COMM, ARTIF, MANUF, INANM, CONC"
¢) The lexeme: (A274) #7470

UPCP:"MAN_STS, STATUS, STATE, EVENT, ABST"

4.4.4.2 Many to one mapping

Many sentences in the corpus have the same conceptual
case which are derived from different syntactic cases. sﬁch as
sentences 16 and 18, sentences 12 and 13, sentences 42 and 44, etc.
This phenoménon results from the noun phrase movement in a sentence.
Examples to illustrate this many to one mapping are sentences 12 and
13.

a 4 o

-1 It
(49)  S12: 998978 1§ WNW A28 AANEILAAT

a L o 4 ] e
S12: ABNWILEAT WHW 18918 U e

The lexeme "Aau®2LAa?" in sentences 12 aﬁd 12 has the
same conceptual case INS to "aué" whether it has syntactic case.
MWITHPR as in sentence 12, or SUBR, as in sentence '13. INS is
assigned from the correspondence between CSINS of "ané" and UPCP of
"Aaud116a3" as shown in (50).

(50) The lexeme: Wuw
CSINS = "TOOL"
The lexeme: ABNWILART
UPCP : "THING,SPACE,CONC;HACH,ARTIF,HANUF,INANH,IQQL,COHM"
1t is true that there is a subtle difference in meaning
between sentences 12 and 13, which is due to the difference in
sentence perspective or informational structure. However. this subtle

meaning difference is not included in our present study.
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An interesting case of many to one mapping is what are
called syntactic paraphrases. These paraphrasing sentences have the
same conceptual network which are derived from different D-trees.
Syntactic paraphrases found in this study are sentences 9 and 10, 19
and 20, 26 and 30, 27 and 29, 33 and 34, 44 and 45, as shown in (51).

. 4 a 1 4 ]
(51) a) S9: LATAYWHW LATEY # 31R7 UWN
4 o ¢ 4 X
S10: 97A1 7aY LATAJUWHW LATEY 1 WY
K o i H
b) S19: dutdy ¢ LHEY Tisunau u QMWEQM
w L H G ]
S20: i WHTIU duilay 3¢ toeu TUTunTy
: a 7 4 4 7 < < a & a '
c) S26: ABNWILABT NN LATAY TU WaNUARY LUR ABNWILADT TU Tu
a £y e < 4 < a A e N '
S30: AANWLLART ‘Y #aYual nn L1A78Y LUW ABNWILADT TN Ty
’ a i b 4 % < 5 e N £ '
d) S27: ARHWAILEAT Ny 10 LATAY B WBNUAY LUl ABNWILABT ™ Tl
o { = s < 2 4 < ES £ '
S29: AAWWALAAT TW WASUAL N9 10 LATAY LU ABNWILART U T
e A ) { ' - o 4
e) S22: UTHN 1937A ARNWILADT UM HWIINETRE 10 LATEN
o e 1 4 1 o o
S34: UTEN UIIIA ABNWILEAST 10 LATAY UM WWIINEIRE
@ ' B PN ES 4
f) S44: @28 N1T BEIE WUIBADINAT 3L LWH UTeRNGATW DAY ABHWILADT

H s - a 4
S45: 119 BHEIE WU2BADINIT T LUWH Uizaﬂﬁﬂqw nay ﬂﬂuaﬂlﬁﬂﬁ
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